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RENORMALIZED ENERGIES FOR UNIT-VALUED HARMONIC MAPS

IN MULTIPLY CONNECTED DOMAINS

RÉMY RODIAC, PAÚL UBILLÚS

Abstract. In this article we derive the expression of renormalized energies for unit-
valued harmonic maps defined on a smooth bounded domain in R

2 whose boundary
has several connected components. The notion of renormalized energies was introduced
by Bethuel-Brezis-Hélein in order to describe the position of limiting Ginzburg-Landau
vortices in simply connected domains. We show here, how a non-trivial topology of the
domain modifies the expression of the renormalized energies. We treat the case of Dirichlet
boundary conditions and Neumann boundary conditions as well.

1 Introduction

The motivation for introducing the notion of renormalized energy of unit-valued har-
monic maps comes from a topological obstruction. As observed by Bethuel-Brezis-Hélein
in their pioneering work [7], if G ⊂ R

2 is a smooth bounded domain and g ∈ C1(∂G,S1),
the space

H1
g (G,S

1) := {u ∈ H1(G,C); tr|∂G u = g, |u| = 1 a.e.}

can be empty. In order to explain this, we introduce the definition of the topological degree.
If Γ is a smooth simple closed curve and if g ∈ C1(Γ,S1), the topological degree of g is
defined by

deg(g,Γ) =
1

2π

ˆ

Γ
g ∧ ∂τg (1.1)

where τ is the tangent vector to the curve, oriented anti-clockwise and the wedge product
∧ is defined by

a ∧ b =
1

2i
(āb− ab̄) = a1b2 − a2b1 for a = a1 + ia2, b = b1 + ib2 ∈ C.

It can be shown that the topological degree is an integer (see e.g. [27]). Furthermore the

degree can be extended to functions g in H
1
2 (Γ,S1) by using formula (1.1), where the

product is understood in the sense of the H
1
2 −H− 1

2 duality. This remains integer-valued
as was observed in the appendix of [8], see also [11, 9, 10]. In the rest of the paper,
unless stated otherwise, G is a smooth bounded domain which is multiply connected, i.e.,

π1(G) 6= {0} where π1(G) is the fundamental group of G. More precisely G = G̃ \ ∪nl=1ωl,

where n ∈ N
∗ and G̃, ωl, l = 1, . . . , n are simply connected smooth bounded domains. We

call Γ0 = ∂G̃ and Γl = ∂ωl, l = 1, . . . , n. We fix a boundary data g on ∂G, that we assume
to be C1 for simplicity. Then, we recall
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Proposition 1.1. The space H1
g (G,S

1) is not empty if and only if
∑n

i=1 deg(g,Γl) =
deg(g,Γ0).

If H1
g (G,S

1) = ∅ there is no unit-valued harmonic map with trace g, i.e., there is no
critical point of the Dirichlet energy

E(u) =
1

2

ˆ

G

|∇u|2

in the space H1
g (G,S

1). We can then relax the problem of finding a unit-valued harmonic
map with trace g by creating small holes in the domain. More precisely we consider k ∈ N

∗,
a1, . . . , ak ∈ G, d1, . . . , dk ∈ Z such that

k∑

i=1

di +

n∑

l=1

deg(g,Γl) = deg(g,Γ0). (1.2)

For ρ small enough so that the balls B̄ρ(ai) are disjoint and included in G, we set

Ωρ := G \ ∪ki=1B̄ρ(ai), (1.3)

Eg,ρ := {u ∈ H1
g (Ωρ,S

1); tr|∂G u = g; deg(u, ∂Bρ(ai)) = di}, (1.4)

W ρ
g ({ai}, {di}) := inf

u∈Eg,ρ

1

2

ˆ

Ωρ

|∇u|2. (1.5)

We can then study the asymptotic behaviour of W ρ
g ({ai}, {di}) as ρ → 0 and the conver-

gence of minimizers for W ρ
g (we will prove in Proposition 3.1 that minimizers exist). When

G is simply connected Bethuel-Brezis-Hélein proved that

Wg({ai}, {di}) := lim
ρ→0

(
W ρ
g ({ai}, {di})− π

(
k∑

i=1

d2i

)
| log ρ|

)
< +∞, (1.6)

and they gave an expression of Wg({ai}, {di}) in terms of Green functions with Neumann
boundary condition, cf. Theorem I.7 in [7]. The quantity Wg({ai}, {di}) is called the
renormalized energy of the configurations ({ai}, {di}) (with Dirichlet boundary condition).
In [7] the authors also related this renormalized energy to another way of relaxing the
problem of finding unit-valued harmonic map with a given trace g. They considered the
Ginzburg-Landau energy

Eε(u) =
1

2

ˆ

G

|∇u|2 +
1

4ε2

ˆ

G

(1− |u|2)2, (1.7)

defined in H1
g := {u ∈ H1(G,C); tr|∂G u = g} and studied the asymptotic behaviour of

a family of minimizers (uε)ε of Eε in H1
g . When G is star-shaped and deg(g, ∂G) =

d 6= 0, they proved that there exist d points a1, . . . , ad in G, a singular harmonic map
u∗ ∈ C∞(G \ {a1, . . . , ad},S

1) such that u∗ has degree 1 around each ai, with uεp → u∗ in

C1(G \ {a1, . . . , ad}), up to a subsequence εp → 0 and with the ai’s which minimize the
renormalized energy Wg({ai}, {di = 1}). This was extended to simply connected domains
in [34], [12]. Recently, in [25, 24], the authors obtained an analogous result where S
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RENORMALIZED ENERGIES 3

is replaced by an arbitrary smooth compact Riemannian manifold N and without any
assumption on the topology of G. However, in [25, 24], the renormalized energy is given by
an abstract formula similar to (1.6). One of the goals of this article is to derive an explicit
expression of this renormalized energy when N = S

1 and G is multiply connected.
Another motivation for studying renormalized energies in multiply connected domains

is to have a better understanding of the role of the topology in this problem. In recent
works [20, 19], Ignat and Jerrard studied a Ginzburg-Landau problem for tangent vector
fields defined on smooth closed Riemannian surfaces. In this context, another topological
obstruction to the existence of H1 unit-valued vector fields occurs. This is due to the H1

version of the Poincaré-Hopf theorem, which states that when the genus of the surface is not
equal to 1 there is no continuous (nor H1) vector field of unit norm on the surface. Ignat-
Jerrard introduced a renormalized energy and proved that this is the Γ-limit at second order
of the Ginzburg-Landau functional they considered. They also showed that, compared to
the work [7], new terms appear in the renormalized energy when the genus of the surface
is not zero. These terms involve flux-integrals of a limiting singular harmonic map, they
depend on the position and of the degrees of the singular points and are constrained to
belong to a vorticity-dependent lattice. The topology of a surface is determined by its
genus and the number of the connected components of its boundary. Thus, in this article,
we are interested in the effect of the number of the connected components of the boundary
on the renormalized energy rather than the effect of the genus. We find that, in this case
too, new terms appear and they can also be computed as flux-integrals. As a side remark,
we point out that the Ginzburg-Landau energy is used in superconductivity, superfluidity
and nonlinear optics. In physics, and in particular in electromagnetic, it is known that the
topology of the domain has an effect on the existence of potentials and this can be at the
origin of a new phenomenon like, for example, the Ahoronov-Bohm effect [1].

We now introduce some definitions in order to state our main results. We call Φ0 the
solution to





∆Φ0 = 2π
∑k

i=1 diδai in G,
∂νΦ0 = g ∧ ∂τg on ∂G,
´

∂G
Φ0 = 0,

(1.8)

and R0 the regular part of Φ0 given by

R0(x) = Φ0(x)−
k∑

i=1

di log |x− ai|. (1.9)

We define ϕl, l = 1, . . . , n to be the solutions to





∆ϕl = 0 in G,
ϕl = 1 on Γl,
ϕl = 0 on Γm, m 6= l.

(1.10)
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For g ∈ C1(∂G,S1) and d1, . . . , dk ∈ Z verifying (1.2) we introduce

Ig,di :=
{
v ∈ H1(G,S1); deg(v,Γl) = deg(g,Γl), l = 1, . . . , n,

deg(v,Γ0) = deg(g,Γ0)−
k∑

i=1

di

}
(1.11)

and we call Ug,di a minimizer of 1
2

´

G
|∇v|2 for v ∈ Ig,di , i.e.,

1

2

ˆ

G

|∇Ug,di |
2 = min

v∈Ig,di

1

2

ˆ

G

|∇v|2. (1.12)

We will obtain in the proof of Theorem 1.1 that such a minimizer exists and is unique up
to a phase.

Theorem 1.1. Let g ∈ C1(∂G,S1), a1, . . . , ak ∈ G, d1, . . . , dk ∈ Z satisfying (1.2). There

exists a unique minimizer uρ for the problem (1.5). There exist a subsequence ρp → 0
and a map u0 ∈ W 1,q(G,S1) for every 1 ≤ q < 2 such that, as p → +∞, uρp → u0 in

Cm
loc
(G \ {a1, . . . , ak}) for all m ∈ N. The map u0 satisfies

{
−∆u0 = |∇u0|

2u0 in G \ {a1, . . . , ak},
u0 = g on ∂G,

(1.13)

and u0 can be written as

u0 =

k∏

i=1

(
x− ai
|x− ai|

)di
Ug,die

iψg (1.14)

where ψg is a harmonic function in G and Ug,di satisfies (1.12). Furthermore,

W ρ
g ({ai}, {di}) = π

(
k∑

i=1

d2i

)
| log ρ|+Wg({ai}, {di}) + o(1), (1.15)

with

Wg({ai}, {di}) = −π
∑

i 6=j

didj log |ai − aj|+
1

2

ˆ

∂G

Φ0(g ∧ ∂τg)− π

k∑

i=1

diR0(ai)

+

n∑

l=1

ˆ

Γl

αl∂τΦ0 +
1

2

ˆ

G

∣∣∣∣∣

n∑

l=1

αl∇ϕl

∣∣∣∣∣

2

, (1.16)

where αl = αl(g, {ai}, {di}) are real constants.

Besides, there exist θl = θl(g, {ai}, {di}) ∈ [−π, π[ such that αl = θl + 2πZ and the coeffi-

cients αl are solutions to the linear system

n∑

m=1

αm

ˆ

Γm

∂νϕl =

ˆ

Γl

u0 ∧ ∂νu0 for l = 1, . . . , n. (1.17)
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We are also interested in the renormalized energy with Neumann boundary conditions.
Indeed, although there is no topological obstruction related to the degree in this case and
the minimizers of the Ginzburg-Landau energy without any constraints on the boundary
are constants of unit modulus, one can be interested in the asymptotic behaviour of critical
points of the Ginzburg-Landau energy. Furthermore, the Neumann boundary conditions
are the natural conditions when we consider a Ginzburg-Landau energy with magnetic
field, see e.g. [31]. Let us first define this renormalized energy: for G a smooth bounded
domain, k ∈ N

∗, a1, . . . , ak ∈ G, d1, . . . , dk ∈ Z and ρ sufficiently small, we define

EN ,ρ := {u ∈ H1(Ωρ,S
1); deg(u, ∂Bρ(ai)) = di, i = 1, . . . , k} (1.18)

W ρ
N ({ai}, {di}) := inf

u∈EN ,ρ

1

2

ˆ

Ωρ

|∇u|2. (1.19)

The renormalized energy with Neumann boundary condition is defined as

WN ({ai}, {di}) := lim
ρ→0

[
W ρ

N ({ai}, {di})− π

(
k∑

i=1

d2i

)
| log ρ|

]
.

When G is simply connected, this quantity was shown to be finite in [21] and an expression
in terms of Green functions with homogeneous Dirichlet boundary conditions was derived
in the same article. We will obtain a similar result when G is multiply connected. It was
shown in [32] that, when G is simply connected, critical points of the Ginzburg-Landau
equation with homogeneous Neumann boundary condition converge to critical points of the
renormalized energy (with Neumann boundary condition). For the renormalized energy
with magnetic field and with Neumann boundary conditions we refer to [33], [22], [30]. In
the case of a multiply connected domain, the renormalized energy was formally derived in
[13] as the limit when ε → 0 of the Ginzburg-Landau energy of a suitable approximation
of a solution to the Ginzburg-Landau equation with homogeneous Neumann boundary
conditions. We again introduce some definitions, we call Ĝ0 the solution to

{
∆Ĝ0 = 2π

∑k
i=1 diδai in G,

Ĝ0 = 0 on ∂G,
(1.20)

and we call R̂0 the regular part of Ĝ0, i.e.,

R̂0(x) = Ĝ0(x)−
k∑

i=1

di log |x− ai|. (1.21)

We also define ψN the solution to




∆ψN = 0 in G,

∂νψN = −
∑k

i=1 di
(x−ai)⊥

|x−ai|2
· ν on ∂G,

´

G
ψN = 0.

(1.22)
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For d̃0, d̃1, . . . , d̃n ∈ Z verifying
∑n

l=1 d̃l +
∑k

i=1 di = d̃0, we define

I
d̃l,di

:=
{
v ∈ H1(G,S1); deg(v,Γl) = d̃l, l = 1, . . . , n,deg(v,Γ0) = d̃0 −

k∑

i=1

di

}
(1.23)

and we call U
d̃l,di

a minimizer of the Dirichlet energy in I
d̃l,di

, i.e.,

U
d̃l,di

= argmin
{1
2

ˆ

G

|∇v|2; v ∈ I
d̃l,di

}
. (1.24)

Again, we will show, in the proof of Theorem 1.2, that such a minimizer exists and is
unique up to a phase.

Theorem 1.2. There exists a minimizer ûρ for the problem (1.19) and it is unique modulo

to a phase. There exist a subsequence ρp → 0 and a map û0 ∈ W 1,q(G,S1) for every

1 ≤ q < 2 such that, as p → +∞, ûρp → û0 in Cm
loc
(G \ {a1, . . . , ak}) for all m ∈ N. The

map û0 satisfies
{

−∆û0 = |∇û0|
2û0 in G \ {a1, . . . , ak},

û0 ∧ ∂ν û0 = 0 on ∂G,
(1.25)

and we can write

û0 =

k∏

i=1

(
x− ai
|x− ai|

)di
Udeg(û0,Γl),die

iψN (1.26)

where ψN is defined in (1.22) and Udeg(û0,Γl),di in (1.24). Furthermore,

W ρ
N ({ai}, {di}) = π

(
k∑

i=1

d2i

)
| log ρ|+WN ({ai}, {di}) + o(1), (1.27)

with

WN ({ai}, {di}) = −π
∑

i 6=j

didj log |ai − aj| − π

k∑

i=1

diR̂0(ai)− π

n∑

l=1

k∑

i=1

diβlϕl(ai)

−
1

2

n∑

l=1

n∑

m=1

βlβm

ˆ

Γl

∂νϕm −
1

2

n∑

l=1

βl

ˆ

Γl

∂νR̂0, (1.28)

where the functions ϕl satisfy (1.10) and the coefficients βl = βl({ai}, {di}) are real

numbers that solve the linear system

2π deg(û0,Γl) =

ˆ

Γl

∂νΦ̂0 +
n∑

m=1

βm

ˆ

Γl

∂νϕm for l = 1, . . . , n. (1.29)

Let us briefly indicate the difficulties to pass from simply connected domains to multiply
connected ones. For a Dirichlet boundary condition, in [7], the authors proved that the
variational problem (1.5) is directly related to a minimization problem whose minimizer
solve a linear PDE. Indeed, if Ω is simply connected, and if uρ is a minimizer for (1.5) (which
exists by Proposition 3.1), then |∇uρ| = |∇Φρ| where Φρ is the harmonic conjugate of the
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gradient of the phase of uρ. The phase is not a well-defined function (this is a multi-valued
function) but the gradient of this phase is well-defined and can be expressed by the current
j(uρ) = uρ ∧ ∇uρ which satisfies div j(uρ) = 0 in Ωρ. In multiply connected domains,
since the Poincaré lemma does not necessarily hold, it is not true anymore that the current
j(uρ) can be expressed as the perpendicular gradient of a harmonic function and its Hodge

decomposition is more complicated. We will show that we can write j(uρ) = ∇⊥Φρ +
∇Hρ where Φρ,Hρ are harmonic functions. Then we study the asymptotic behaviours of
these functions as ρ tends to zero. In [7] the main tools to do that were Lemma 5.1 and
Lemma 5.2. We also employ these lemmas for the convergence of Φρ, however to prove
the convergence of Hρ we employ a variational argument, cf. Lemma 3.4 and Lemma 3.5,
and elliptic estimates. The same difficulties appear in the case of Neumann boundary
conditions.

The paper is organized as follows: in section 2 we recall a generalization of Poincaré’s
lemma giving conditions for a vector field to be written as the gradient of a potential func-
tion. We show how it is related to the existence of a harmonic conjugate for a harmonic
function and to the existence of a lifting for a S1-valued map. In section 3 we study the min-
imization problem (1.5) and its asymptotics as ρ→ 0, thus proving Theorem 1.1. Section 4
is devoted to the study of a similar minimization problem with Neumann boundary condi-
tions and to the proof of Theorem 1.2. In section 5 we show how the renormalized energies
can be obtained by a slightly different approach similar to the point of view in [19]. In the
appendix we recall two lemmas presented in [7, chapter I] that are used through this article.

Acknowledgements. The second-named author gratefully acknowledges the support
of the Paris-Saclay University during this work.

2 Preliminaries

We start by stating a generalization of Poincaré’s lemma which gives condition on which
a vector field in R

2 can be written as the gradient of a function.

Lemma 2.1. Let Ω be a smooth bounded open set in R
2. Let us call Γ1, . . . ,ΓN the

connected components of ∂Ω. Let D be a vector field in C1(Ω,R2) ∩ C(Ω,R2) satisfying
{

divD = 0 in Ω,
´

Γi
D · ν = 0 for i = 1, . . . , N.

(2.1)

Then there exists a function φ ∈ C2(Ω,R) ∩ C1(Ω,R) such that

D = ∇⊥φ := (−∂yφ, ∂xφ). (2.2)

In the same way, if D ∈ C1(Ω,R2) ∩ C(Ω,R2) is a vector field such that
{

curlD = 0 in Ω,
´

Γi
D · τ = 0 for i = 1, . . . , N.

(2.3)

Then there exists a function ϕ ∈ C2(Ω,R) ∩ C1(Ω,R) such that

D = ∇ϕ. (2.4)
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Proof. This is the same as in Lemma I.1 in [7]. �

As a consequence of the previous lemma we have the following criterion to determine
when a harmonic function admits a harmonic conjugate.

Lemma 2.2. Let Ω be a smooth bounded open domain in R
2. Let us call Γi, i = 1, . . . , N

the connected components of ∂Ω. Let H ∈ C1(Ω) be a harmonic function in Ω. Then H
admits a harmonic conjugate, i.e., there exists a harmonic function in Ω denoted by H⊥

such that

∇H = ∇⊥H⊥,

if and only if
ˆ

Γi

∂νH = 0 for all i = 1, . . . , N. (2.5)

Proof. It suffices to apply the previous lemma with D = ∇H. Then we find H⊥ such that
∇H = ∇⊥H⊥, by observing that curl∇H = 0 we obtain that H⊥ is harmonic. �

Lemma 2.3. Let Ω be a smooth bounded open set in R
2. Let us call Γ1, . . . ,ΓN the

connected components of ∂Ω. Let F = (F1, F2) ∈ C1(Ω,R2) ∩ C(Ω,R2) be such that

curlF = ∂xF2 − ∂yF1 = 0, (2.6)
ˆ

Γi

F · τ ∈ 2πZ. (2.7)

Then, there exists u ∈ C1(Ω,S1), unique up to a phase, such that

j(u) := u ∧ ∇u = F = (F1, F2). (2.8)

Proof. We define ψ(x) =
´

γx
F · τ where γx is a path joining a given point x0 to a point

x ∈ Ω. The function ψ is multi-valued because Ω is possibly multiply connected but,
thanks to (2.7), the different values differ only by an integer multiple of 2π. Thus u = eiψ

is well-defined and satisfies that j(u) = F . To prove the uniqueness, we assume that
u, v ∈ C1(Ω,S1) are such that j(u) = j(v). Then, we compute that j(uv̄) = uv̄ ∧ ∇(uv̄) =
uv̄∧ (v̄∇u+u∇v̄) = j(u)+ j(v̄) = j(u)− j(v) = 0. But since uv̄ is S1-valued, we have that
|j(uv̄)| = |∇(uv̄)| and it implies that ∇(uv̄) = 0 in G. Thus u = eiηv for some η ∈ R. �

To conclude this section we make the following observation: we define the vector fields
X0 = (1, 1), {Xl := ∇ϕl}l=1,...,n, where the functions ϕl, l = 1, . . . , n are defined in (1.10);
thanks to Lemma 2.1, (X0,X1, . . . ,Xl) is a basis of the vector space

{X ∈ C∞(G,R2); divX = curlX = 0, X · τ = 0 on ∂G}.

This basis is in duality with a basis of the space of smooth harmonic one-forms in G with
vanishing tangential components. However the basis (X0,∇ϕ1, . . . ,∇ϕl) is not orthonormal
for the L2-inner product since

´

G
∇ϕl ·∇ϕm =

´

Γl
∂νϕm =

´

Γm
∂νϕl has no reason to vanish

a priori.



RENORMALIZED ENERGIES 9

3 Renormalized energies with Dirichlet boundary conditions

Let G = G̃\∪nl=1ωl be a smooth multiply connected bounded domain, with G̃, ω1, . . . , ωn
smooth simply connected bounded domains. We call Γ0 = ∂G̃ the exterior connected
component of ∂G and Γ1 = ∂ω1, . . . ,Γn = ∂ωn the inner connected components of ∂G.
These are smooth curves that we orient in an anti-clockwise manner. More precisely ν

denotes the outward unit normal to ∂G̃ and the outward unit normal to ωl, l = 1, . . . , n
and (ν, τ) is always direct, with τ a tangent vector to ∂G. We take g ∈ C1(∂G).

For k ∈ N
∗, let a1, . . . , ak ∈ G be k distinct points in G. For ρ > 0 small enough so

that B̄ρ(ai) ∩ B̄ρ(aj) = ∅ for every i 6= j and B̄ρ(ai) ⊂ Ω we recall that Ωρ is defined by
(1.3). Our goals in this section is to study the asymptotic behaviour as ρ goes to 0 of the
minimization problem (1.3), where the class Eg,ρ is defined in (1.4), and to prove Theorem
1.1. In the following, ν also denotes the outward unit normal to Bρ(ai), i = 1, . . . , k. We
start with

Proposition 3.1. The infimum (1.5) is attained by a map uρ ∈ H1(Ωρ,S
1) which satisfies

the following Euler-Lagrange equation:




−∆uρ = |∇uρ|
2uρ in Ωρ,

uρ = g on ∂G,
uρ ∧ ∂νuρ = 0 on ∂Bρ(ai), i = 1, . . . , k.

(3.1)

Furthermore, uρ ∈ C∞(Ωρ,S
1) ∩ C1(Ωρ,S

1) and uρ is also smooth up to the boundary of

every Bρ(ai) for i = 1, . . . , k.

When one uses the direct method of calculus of variations to prove Proposition 3.1, the

difficulty is that the degree is not continuous with respect to the H
1
2 -weak convergence.

However, since we work with S
1-valued maps, it is possible to show that, in this particular

case, we can recover weak continuity of the degree. This follows for example from a result of
White [35], but we will give a direct proof relying on Lemma 3.1 below. We first introduce
functions Vi for i = 1, . . . , k defined by





−∆Vi = 0 in Ωρ,
Vi = 1 on ∂Ωρ \ ∂Bρ(ai),
Vi = 0 on ∂Bρ(ai).

(3.2)

Lemma 3.1. Let u ∈ H1(Ωρ,S
1), then

deg(u, ∂Bρ(ai)) =
1

2π

ˆ

Ωρ

u ∧ (∂xVi∂yu− ∂yVi∂xu). (3.3)

Furthermore if u, v ∈ H1(Ωρ,S
1) then

|deg(u, ∂Bρ(ai))− deg(v, ∂Bρ(ai))| ≤
2

π
‖Vi‖C1‖u− v‖L2(‖∇u‖L2 + ‖∇v‖L2). (3.4)

The proof of this lemma can be found in [5, section 3] and [14, Proposition 1], we give
the details for the comfort of the reader.



10 RÉMY RODIAC, PAÚL UBILLÚS

Proof. For i = 1, . . . , k, an integration by parts gives

1

2π

ˆ

Ωρ

u ∧ (∂xVi∂yu− ∂yVi∂xu) =
1

2π

ˆ

Γ0

Vi(u ∧ ∂τu)−
1

2π

ˆ

∂Ωρ\Γ0

Vi(u ∧ ∂τu)

= deg(u,Γ0)−
k∑

j=1,j 6=i

deg(u, ∂Bρ(ai))−
n∑

l=1

deg(u,Γl)

= deg(u, ∂Bρ(ai)).

For the last equality we have used that, since u ∈ H1(Ωρ,S
1), we have ∂xu ·∂yu = 0 almost

everywhere and thus by integrating by parts we find

0 =
1

2π

ˆ

Ωρ

∂xu ∧ ∂yu = deg(u,Γ0)−
k∑

i=1

deg(u, ∂Bρ(ai))−
n∑

l=1

deg(u,Γl).

For the second point we observe that since Vi is locally constant on ∂Ωρ, an integration by
parts gives

ˆ

Ωρ

v ∧ (∂xu∂yVi − ∂yu∂xVi) =

ˆ

Ωρ

u ∧ (∂xv∂yVi − ∂yv∂xVi).

Hence, by using the first point we find

2π|deg(u, ∂Bρ(ai))− deg(v, ∂Bρ(ai))|

=

∣∣∣∣∣

ˆ

Ωρ

(u− v) ∧ [(∂xVi∂yu− ∂yVi∂xu) + (∂xVi∂yv − ∂yVi∂xv)]

∣∣∣∣∣
≤ 4‖u − v‖L2‖Vi‖C1(‖∇u‖L2 + ‖∇v‖L2).

�

Proof. (proof of Proposition 3.1) We take a minimizing sequence (un)n for the Dirichlet
energy E in the class Eg,ρ. Since it is bounded in H1, we can extract a subsequence weakly
converging to some uρ ∈ H1(Ωρ,R

2). Up to other subsequences, we can assume that un
converges strongly to uρ in L2(Ωρ) and un converges almost everywhere to uρ. Hence
u ∈ H1(Ωρ,S

1) and by using Lemma 3.1 we find that deg(uρ, ∂Bρ(ai)) = deg(un, ∂Bρ(ai))
for all n ∈ N

∗ and i = 1, . . . , k. With the weak continuity of the trace operator and the
lower semi-continuity of the Dirichlet energy we are able to conclude to the existence. To
derive the Euler-Lagrange equations we can make variations of the form uρ + tϕ for t

small and ϕ ∈ C∞
c (Ωρ,R

2) and uρe
itψ for t small and ψ ∈ C∞(Ωρ,R) with ψ vanishing

on ∂G. These variations do preserve the class Eg,ρ. The regularity of uρ follows from the
regularity for minimizing harmonic maps due to [26] (see also [18]). The regularity up to
the boundaries ∂Bρ(ai) can be proved as in [2, Lemma 4.4]. �

In the rest of the paper we will make an intensive use of the current of a function.
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Definition 3.1. If U ⊂ R
2 is a bounded open set, for u ∈ Lp ∩W 1,p′(U,C), with 1 ≤

p, p′ ≤ +∞ and 1/p + 1/p′ = 1, we define the current associated to u by

j(u) := u ∧ ∇u = (u ∧ ∂xu, u ∧ ∂yu). (3.5)

Lemma 3.2. If uρ is a solution of the minimization problem (1.5) given by Proposition 3.1

then its current j(uρ) satisfies
{

div j(uρ) = 0 and curl j(uρ) = 0 in Ωρ,
j(uρ) · ν = 0 on ∂Bρ(ai), i = 1, . . . , k, and j(uρ) · τ = g ∧ ∂τg on ∂G.

(3.6)

Proof. We compute

div j(uρ) = ∂x(uρ ∧ ∂xuρ) + ∂y(uρ ∧ ∂yuρ) = uρ ∧∆uρ = 0.

In the same way

∂x(uρ ∧ ∂yuρ)− ∂y(uρ ∧ ∂xuρ) = 2∂xuρ ∧ ∂yuρ = 0.

The information for j(uρ) on the boundary comes from the information on uρ on the
boundary. �

We now use the generalized Poincaré Lemma 2.1 to derive a Hodge decomposition of
the current j(uρ). First we prove

Proposition 3.2. There exists a function Φρ ∈ H
1(Ωρ,R), satisfying





∆Φρ = 0 in Ωρ,
Φρ = cst. on ∂Bρ(ai), i = 1, . . . , k,

´

∂Bρ(ai)
∂νΦρ = 2πdi for i = 1, . . . , k,

∂νΦρ = g ∧ ∂τg on ∂G,
´

∂G
Φρ = 0.

(3.7)

We also have Φρ ∈ C∞(Ωρ,R)∩ C1(Ωρ,R) and is smooth up to the boundaries ∂Bρ(ai), i =
1, . . . , k.

Moreover, there exist a unique vρ ∈ H
1(Ωρ,S

1) and a unique θl,ρ ∈ [−π, π[, l = 1, . . . , n,

such that j(vρ) = ∇⊥Φρ in Ωρ, vρ = g on Γ0 ⊂ ∂G and vρ = e−iθl,ρg on Γl, l = 1, . . . , n.

Proof. The existence follows from the fact that a solution to (3.7) is a minimizer of

1

2

ˆ

Ωρ

|∇φ|2 + 2π

k∑

i=1

diφ|∂Bρ(ai) −

ˆ

∂G

φ (g ∧ ∂τg)

in the space

Vρ := {φ ∈ H1(Ωρ,R);ϕ = cst. = φ|∂Bρ(ai) on each ∂Bρ(ai), i = 1, . . . , k,

ˆ

∂G

ϕ = 0}.

The uniqueness follows because the functional to be minimized is strictly convex in Vρ.
The smoothness of Φρ follows from the regularity for harmonic functions. Since the vector
field (−∂yΦρ, ∂xΦρ) satisfies the assumption of Lemma 2.3, we can find a function vρ ∈
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H1(Ωρ,S
1) satisfying j(vρ) = ∇⊥Φρ in Ωρ, furthermore vρ is unique up to a phase. Since

vρ satisfies
vρ ∧ ∂τvρ = ∂νΦρ = g ∧ ∂τg on ∂G

we can choose an appropriate phase to prescribe vρ = g on Γ0, and then we have vρ =

e−iθl,ρg on each Γl, l = 1, . . . , n for some θl,ρ = θl,ρ(g, {ai}, {di}) ∈ [−π, π[. �

Proposition 3.3. Let uρ be a solution of (1.5) and let Φρ be a solution of (3.7) then there

exists Hρ ∈ C∞(Ωρ,R) such that

j(uρ) = ∇⊥Φρ +∇Hρ, uρ = vρe
iHρ , (3.8)





∆Hρ = 0 in Ωρ,
∂νHρ = 0 on ∂Bρ(ai), i = 1, . . . , k,
Hρ = αl,ρ(g, {ai}, {di}) on Γl, l = 1 . . . , n,
Hρ = 0 on Γ0,

(3.9)

where αl,ρ(g, {ai}, {di}) = θl,ρ + 2πZ, l = 1, . . . , n, with θl,ρ defined in Proposition 3.2. In

particular, we have uniqueness of a solution of (1.5).

Proof. This follows from Lemma 2.1 since j(uρ)−∇⊥Φρ verifies that curl
(
j(uρ)−∇⊥Φρ

)
=

0, (j(uρ) · τ − ∂νΦρ) = g ∧ ∂τg − g ∧ ∂τg = 0 on ∂G and
´

∂Bρ(ai)
(j(uρ) · τ − ∂νΦρ) =

2π(di − di) = 0 for i = 1, . . . , k. Note that Hρ is defined up to a constant and that is why
we can impose Hρ = 0 on Γ0. Now we have that

j(vρe
iHρ) = vρe

iHρ ∧ ∇(vρe
iHρ) = vρe

iHρ ∧
(
∇vρe

iHρ + ivρ∇Hρe
iHρ
)

= vρ ∧ ∇vρ +∇Hρ = ∇⊥Φρ +∇Hρ.

From Lemma 2.3, this means that uρ = vρe
iHρ up to a phase, but since Hρ = 0 on Γ0

and vρ = g on Γ0 we have uρ = vρe
iHρ . Hence, since from Proposition 3.2 vρ = e−iθl,ρg

on Γl, l = 1, . . . , n we find that αl,ρ = θl,ρ + 2πZ. This means also that uρ is uniquely
determined. �

We recall that Φ0 ∈ C∞(G \ {a1, . . . , ak}) is the solution of (1.8).

Lemma 3.3. There exists a unique v0 ∈ C∞(G \ {a1, . . . , ak},S
1) such that





j(v0) = v0 ∧∇v0 = ∇⊥Φ0 in G \ {a1, . . . , ak},
v0 = g on Γ0 ⊂ G,
v0 = e−iθlg on Γl, l = 1, . . . , n,

(3.10)

for some θl = θl(g, {ai}, {di}) ∈ [−π, π[ for l = 1, . . . , n.

Proof. The proof of Lemma 2.3 can be adapted to this context to find this v0. Note that
∂νΦ0 = g∧∂τg = v0∧∂τv0 on ∂G implies that on every connected component Γ0,Γ1, . . . ,Γn
of ∂G we can write v0 = e−iθlg, furthermore we can choose θ0 = 0. �

Proposition 3.4. Let Φρ be the solution to (3.7) and Φ0 the solution to (1.8), then for

every m ∈ N and every compact set K ⊂ G \ {a1, . . . , ak} there exists Cm,K such that

‖Φρ − Φ0‖Cm(K) ≤ Cm,Kρ. (3.11)
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Proof. We apply Lemma 5.1 to vρ = Φ0 − Φρ which satisfies, ∆vρ = 0 in Ωρ, ∂νvρ = 0 on
∂G,
´

∂Bρ(ai)
∂νvρ = 0 for i = 1, . . . , k. Hence, since Φρ is constant on ∂Bρ(ai) we find

sup
Ωρ

vρ − inf
Ωρ

vρ ≤
k∑

i=1

(
sup

∂Bρ(ai)
vρ − inf

∂Bρ(ai)
vρ

)
≤

k∑

i=1

(
sup

∂Bρ(ai)
Φ0 − inf

∂Bρ(ai)
Φ0

)
≤ Cρ.

Since
´

∂G
(Φρ − Φ0) = 0, there exists a point x ∈ ∂G such that (Φρ − Φ0)(x) = 0, thus

we find that ‖Φρ −Φ0‖L∞(Ωρ) ≤ Cρ. By elliptic estimates, see e.g. [17, Theorem 2.10], we
obtain (3.11). �

We introduce

Ẽg,ρ :=
{
v ∈ H1(Ωρ,S

1); v = g on ∂G; v =

(
x− ai
|x− ai|

)di
, i = 1, . . . , k

}
(3.12)

W̃ ρ
g ({ai}, {di}) := inf

v∈Ẽg,ρ

1

2

ˆ

Ωρ

|∇v|2. (3.13)

Lemma 3.4. The map ρ 7→W ρ
g ({ai}, {di})−π

(∑k
i=1 d

2
i

)
| log ρ| is non-increasing, whereas

the map ρ 7→ W̃ ρ
g ({ai}, {di})− π

(∑k
i=1 d

2
i

)
| log ρ| is non-decreasing. Furthermore

W ρ
g ({ai}, {di}) ≤ W̃ ρ

g ({ai}, {di}) and we have that

Wg({ai}, {di}) := lim
ρ→0

(
W ρ
g ({ai}, {di})− π

(
k∑

i=1

d2i

)
| log ρ|

)
exists and is finite. (3.14)

This lemma follows from Proposition 2.10 and Lemma 2.11 in [25]. We reproduce the
proof for the comfort of the reader.

Proof. Let 0 < ρ < σ with σ small enough so that the balls Bσ(ai) are disjoints and
included in G. We can write that

ˆ

G\∪k
i=1Bρ(ai)

|∇uρ|
2 =

ˆ

G\∪k
i=1Bσ(ai)

|∇uρ|
2 +

ˆ

∪k
i=1(Bσ(ai)\Bρ(ai))

|∇uρ|
2.

Now, by using polar coordinates centred at ai and the Cauchy-Schwarz inequality, we have

ˆ

Bσ(ai)\Bρ(ai)
|∇uρ|

2 ≥

ˆ σ

ρ

ˆ 2π

0

|∂θiuρ|
2

ri
dθi dri ≥

1

2π

ˆ σ

ρ

1

ri

∣∣∣∣
ˆ 2π

0
(uρ ∧ ∂θiuρ) dθi

∣∣∣∣
2

dri

≥ 2πd2i log
σ

ρ
.

Thus we find that

W ρ
g − π

(
k∑

i=1

d2i

)
log

1

ρ
≥W σ

g − π

(
k∑

i=1

d2i

)
log

1

σ
(3.15)
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which proves the first assertion (here and in the rest of the proof, for simplicity, we do not
write the dependence of the singularities {ai}, {di}). For the second assertion, if 0 < ρ < σ

and if ũσ is a minimizer for the problem W̃ σ
g , then the map

v(x) =




ũσ(x) if x ∈ Ωσ(
x−ai
|x−ai|

)di
if x ∈ Bσ(ai) \Bρ(ai)

is a comparison map from the minimization problem W̃ ρ
g . Thus

W̃ ρ
g ≤

1

2

ˆ

Ωρ

|∇v|2 = W̃ σ
g + π

(
k∑

i=1

d2i

)
log

σ

ρ
.

This proves that ρ 7→ W̃ ρ
g is non-decreasing. We can easily see that W ρ

g ≤ W̃ ρ
g for every ρ.

Hence both quantities admit a limit when ρ goes to zero and their limits are finite. �

Proposition 3.5. Let uρ be the solution to the minimization problem (1.5). Then there

exist u0 ∈ H1
loc
(G \ {a1, . . . , ak},S

1), H0 ∈ H1
loc
(G \ {a1, . . . , ak}) and a sequence ρp → 0

such that

uρp ⇀ u0 in H1
loc(G \ {a1, . . . , ak}), Hρ ⇀ H0 in H1

loc(G \ {a1, . . . , ak}).

Proof. The proof follows the idea of [25, Proposition 8.1]. By Lemma 3.4, for 0 < ρ < σ
we have

ˆ

G\∪k
i=1B̄σ(ai)

|∇uρ|
2

2
≤W ρ

g ({ai}, {di})− π

(
k∑

i=1

d2i

)
log

σ

ρ
.

By using Lemma 3.4 again we arrive at

ˆ

G\∪k
i=1B̄σ(ai)

|∇uρ|
2

2
≤Wg({ai}, {di})− π

(
k∑

i=1

d2i

)
log σ. (3.16)

Thanks to the boundedness condition (3.16) we can use a diagonal argument to find a
subsequence ρp → 0 and a map u0 ∈ H1

loc(G \ {a1, . . . , ak},S
1) such that uρp ⇀ u0

in H1
loc(G \ {a1, . . . , ak}). Now since we know from Proposition 3.4 that Φρ → Φ0 in

Cmloc(G \ {a1, . . . , ak}) we find that ∇Hρp = j(uρp) − ∇⊥Φρp converges weakly in L2
loc(G \

{a1, . . . , ak}). From the Poincaré inequality, which is valid here since Hρ = 0 on Γ0,

we infer that there exists H0 ∈ H1
loc(G \ {a1, . . . , ak}) such that Hρp ⇀ H0 in H1

loc(G \
{a1, . . . , ak}). �

In particular, from the previous proposition and the weak continuity of the trace oper-
ator, there exist a subsequence ρp → 0 and αl = αl(g, {ai}, {di}) such that

αl,ρ → αl, for l = 1, . . . , n. (3.17)
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Lemma 3.5. Let Φρ be a solution to (3.7). Then, we have

lim
ρ→0

(
1

2

ˆ

Ωρ

|∇Φρ|
2 − π

(
k∑

i=1

d2i

)
| log ρ|

)
= −π

∑

i 6=j

didj log |ai − aj |

+
1

2

ˆ

∂G

Φ0(g ∧ ∂τg)− π
k∑

i=1

diR0(ai) < +∞.

Proof. An integration by parts gives

ˆ

Ωρ

|∇Φρ|
2 =

ˆ

Γ0

∂νΦρΦρ −
n∑

l=1

ˆ

Γl

∂νΦρΦρ −
k∑

i=1

ˆ

∂Bρ(ai)
∂νΦρΦρ.

Now we use (3.7) and more particularly we use ∂νΦρ = g ∧ ∂τg on Γl, l = 0, 1, . . . , n,
Φρ = cst. on ∂Bρ(ai), i = 1, . . . , k and

´

∂Bρ(ai)
∂νΦρ = 2πdi to obtain

ˆ

Ωρ

|∇Φρ|
2 =

ˆ

Γ0

(g ∧ ∂τg)Φρ −
n∑

l=1

ˆ

Γl

(g ∧ ∂τg)Φρ −
k∑

i=1

2πdiΦρ(∂Bρ(ai))

=

ˆ

Γ0

(g ∧ ∂τg)Φ0 −
n∑

l=1

ˆ

Γl

(g ∧ ∂τg)Φ0 −
k∑

i=1

2πdiΦ0(xi) +O(ρ)

where xi is a point in ∂Bρ(ai). Since R0(x) = Φ0(x)−
∑k

i=1 di log |x− ai| we can write

ˆ

Ωρ

|∇Φρ|
2 =

ˆ

Γ0

(g ∧ ∂τg)Φ0 −
n∑

l=1

ˆ

Γl

(g ∧ ∂τg)Φ0 +
k∑

i=1

2πd2i | log ρ|

−
∑

i 6=j

2πdidj log |ai − aj | −
k∑

i=1

2πdiR0(ai) +O(ρ).

This yields the result. �

Proposition 3.6. Let Hρ be the solution to (3.9), then up to a subsequence ρp → 0, we

can find αl = αl(g, {ai}, {di}) for l = 1, . . . , n and H0 ∈ C∞(G \ {a1, . . . , ak}) such that

Hρp → H0 in Cmloc(G \ {a1, . . . , ak}) for every m ∈ N (3.18)

with H0 satisfying 



∆H0 = 0 in G,
H0 = 0 on Γ0,
H0 = αl on Γl, l = 1, . . . , n.

(3.19)

Proof. We already know from Proposition 3.5 that there exist αl, l = 1, . . . , n and H0 ∈
H1

loc(G \ {a1, . . . , ak}) such that, up to a subsequence not labelled, Hρ ⇀ H0 in H1
loc(G \

{a1, . . . , ak}). It remains to show that H0 satisfies (3.19). First by elliptic estimates, cf.
e.g. [16, Theorem 5.21], we have find that (3.18) holds and ∆H0 = 0 in G \ {a1, . . . , ak},
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H0 = 0 on Γ0 and H0 = αl on Γl, l = 1, . . . , n. But we can use (3.8), |∇uρ|
2 = |j(uρ)|

2 and
an integration by parts to write

ˆ

Ωρ

|∇uρ|
2 =

ˆ

Ωρ

|∇Φρ|
2 +

ˆ

Ωρ

|∇Hρ|
2 + 2

ˆ

Ωρ

∇⊥Φρ · ∇Hρ

=

ˆ

Ωρ

|∇Φρ|
2 +

ˆ

Ωρ

|∇Hρ|
2 + 2

n∑

l=1

ˆ

Γl

αl,ρ∂τΦρ.

By Proposition 3.4 and since αl,ρ → αl as ρ→ 0 we find that
´

Γl
αl,ρ∂τΦρ →

´

Γl
αl∂τΦ0 as

ρ→ 0. From Lemma 3.4 and Lemma 3.5 we obtain that

sup
ρ>0

ˆ

Ωρ

|∇Hρ|
2 < +∞.

By lower semi-continuity of the Dirichlet energy, for every σ > 0 we have
ˆ

Ωσ

|∇H0|
2 ≤ lim inf

ρ→0

ˆ

Ωσ

|∇Hρ|
2 ≤ lim sup

ρ→0

ˆ

Ωσ

|∇Hρ|
2.

But if ρ < σ then
´

Ωσ
|∇Hρ|

2 ≤
´

Ωρ
|∇Hρ|

2 and hence we arrive at

sup
σ>0

ˆ

Ωσ

|∇H0|
2 < +∞.

By monotone convergence, it implies that ∇H0 ∈ L2(G), and by the Poincaré inequality we
find that H0 ∈ L2(G). Then it can be show that the singularities a1, . . . , ak are removable1

for H0 and thus ∆H0 = 0 in G. �

Proposition 3.7. Let uρ be the solution to the minimization problem (1.5), then there

exists a sequence ρp → 0 such that

uρp → u0 in Cmloc(G \ {a1, . . . , ak}) for every m ∈ N (3.20)

with u0 ∈ C∞(G \ {a1, . . . , ak},S
1) satisfying

{
−∆u0 = |∇u0|

2u0 in G \ {a1, . . . , ak},
u0 = g on ∂G.

(3.21)

Furthermore we have that

j(u0) = ∇⊥Φ0 +∇H0 (3.22)

and u0 = v0e
iH0 . In particular u0 satisfies div j(u0) = 0, curl j(u0) = 2π

∑k
i=1 diδai in G

and j(u0) · τ = g ∧ ∂τg on ∂G.

Proof. This result follows from the convergence of Φρ in Proposition 3.4 and Hρ in Propo-
sition 3.6. �

We are now in position to obtain Theorem 1.1

1To prove this we can take a cut-off function η such that η ≡ 1 in Bε(ai) and η ≡ 0 in B2ε(ai)
c,

i = 1, . . . , k, then we write that
´

G
∇H0∇ψ =

´

G
∇H0∇[ψ(1 − η) + ψη]. By using that ‖∇η‖L∞ ≤ C/ε,

and that ‖∇H0‖L2(Bε(ai))
→ 0 as ε→ 0, we arrive at the result.
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Proof. (proof of Theorem 1.1) From Lemma 3.4 we know that the limit ofW ρ
g ({ai}, {di})−

π
(∑k

i=1 d
2
i

)
| log ρ| as ρ→ 0 exists and is finite. To compute this limit we can use a special

subsequence ρp → 0 such that Proposition 3.7 and Proposition 3.6 hold. For simplicity of
notation, in the rest of the proof we let ρ = ρp. Let uρ be the solution to the minimization
problem (1.5). We use that |∇uρ|

2 = |j(uρ)|
2 along with (3.8) and an integration by parts

to obtain
ˆ

Ωρ

|∇uρ|
2 =

ˆ

Ωρ

|∇Φρ|
2 +

ˆ

Ωρ

|∇Hρ|
2 + 2

ˆ

Ωρ

∇⊥Φρ · ∇Hρ

=

ˆ

Ωρ

|∇Φρ|
2 −

n∑

l=1

ˆ

Γl

αl,ρ∂νHρ + 2

n∑

l=1

ˆ

Γl

αl,ρ∂τΦρ.

We have used the boundary condition for Hρ in (3.9). Now we use Lemma 3.5 and Propo-
sition 3.6 to obtain

ˆ

Ωρ

|∇uρ|
2 =

ˆ

Γ0

Φ0(g ∧ ∂τg)−
n∑

l=1

ˆ

Γl

Φ0(g ∧ ∂τg) + 2π

k∑

i=1

d2i | log ρ|

− 2π
∑

i 6=j

didj log |ai − aj | − 2π
k∑

i=1

diR0(ai)−
n∑

l=1

ˆ

Γl

αl∂νH0

+ 2
n∑

l=1

ˆ

Γl

αl∂τΦ0 + oρ(1).

We can integrate by parts once more and find that

n∑

l=1

ˆ

Γl

αl∂νH0 =

ˆ

G

|∇H0|
2. (3.23)

We decompose H0 =
∑n

l=1 αlϕl(x) where the functions ϕl are defined by (1.10) to find
(1.16). We also observe that

ˆ

G

|∇H0|
2 =

n∑

l=1

ˆ

Γl

αl∂νH0 =
n∑

l=1

n∑

m=1

αlαm

ˆ

Γl

∂νϕm. (3.24)

Now we describe the coefficients αl = αl(g, {ai}, {di}). To see that αl = θl+2πZ we recall
from Lemma 3.3 that v0 = e−iθlg on Γl, l = 1, . . . , n. Then, we observe that j(u0v0) = ∇H0

and thus we can conclude that u0 = v0e
iH0eiη for some constant η ∈ R. Since u0 = v0 on

Γ0, and H0 = 0 on Γ0 we obtain that η ∈ 2πZ. Besides, on each Γl, l = 1, . . . , n we obtain
that g = ge−iθl+iαl+iη which implies αl = θl + 2πZ. Next we take the inner product of
(3.22) with ∇ϕl to find

ˆ

G

j(u0) · ∇ϕl =
n∑

m=1

αm

ˆ

Γm

∂νϕl for l = 1, . . . , n. (3.25)
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By integrating by parts the left-hand side we arrive at (1.17). It remains to show that u0 is
given by (1.14). First, by using the same arguments as in Proposition 3.1 we can see that
there exists a minimizer Ug,di of the Dirichlet energy in Ig,di where this class is defined
in (1.11). To prove the uniqueness up to a multiplication by a constant. We write the
Euler-Lagrange equations for Ug,di and we use Lemma 2.1 to prove that j(Ug,di) = ∇⊥ΦU
for some function ΦU . We use again the Euler-Lagrange equations on Ug,di to obtain that
ΦU satisfies





∆ΦU = 0 in G,
ΦU = cst. on Γl, l = 0, 1, . . . , n,

´

Γl
∂νΦU = deg(g,Γl) l = 1, . . . , n,

´

Γ0
∂νΦU = deg(g,Γ0)−

∑k
i=1 di.

(3.26)

As in Proposition 3.3 we obtain that ΦU is uniquely determined up to a constant, since it

is a minimizer of F (ϕ) = 1
2

´

G
|∇ϕ|2 + 2π

∑n
l=1 ϕdeg(g,Γl) + 2πϕ

(
deg(g,Γ0)−

∑k
i=1 di

)

in the space
{ϕ ∈ H1(G,R);ϕ = cst. on Γl, l = 0, 1, . . . , n}.

This minimizer is unique up to a constant by a convexity argument. We then use Lemma 2.3.

Now we call V := u0Ug,di
∏k
i=1

(
x−ai
|x−ai|

)di
and we compute that

j (V ) = j(u0)−
k∑

i=1

di

(
(x− ai)

⊥

|x− ai|2

)
−∇⊥ΦU . (3.27)

Thus we can check that curl j (V ) = 0 in G,
´

Γl
V · τ = 0 for l = 0, 1, . . . , n. By applying

Lemma 2.1 we find ψg ∈ C1(G) such that j(V ) = ∇ψg. Therefore, by using Lemma 2.3 we

can write V = eiψg which yields (1.14). We can check that div j(V ) = 0 in G and hence
we find that ∆ψg = 0 in G. �

4 Renormalized energies with Neumann boundary conditions

In this section we fix k ∈ N, di = 1, . . . , k, and we consider EN ,ρ given by (1.18) and W ρ
N

given by (1.19).

Proposition 4.1. The infimumW ρ
N in (1.19) is attained. Let ûρ be a minimizer for (1.19)

then ûρ satisfies 



−∆ûρ = |∇ûρ|
2ûρ in Ωρ,

ûρ ∧ ∂ν ûρ = 0 on ∂Ωρ,
|ûρ| = 1 on Ωρ.

(4.1)

We also have that ûρ ∈ C∞(Ωρ,S
1),
´

∂Bρ(ai)
ûρ ∧ ∂τ ûρ = 2πdi, for i = 1, . . . , k,

´

Γl
ûρ ∧

∂τ ûρ =: 2πd̃l ∈ 2πZ, for l = 0, 1, . . . , n and
∑k

i=1 di +
∑n

l=1 d̃l = d̃0.

Proof. The proof follows the same lines as in Proposition 3.1. �

As in the previous section, we introduce the current associated with ûρ defined by
j(ûρ) := ûρ ∧∇ûρ.
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Lemma 4.1. Let ûρ be a minimizer for (1.19) then the current j(ûρ) satisfies
{

div j(ûρ) = 0 and curl j(ûρ) = 0 in Ωρ,
j(ûρ) · ν = 0 on ∂Ωρ.

(4.2)

Furthermore we have
´

∂Bρ(ai)
j(ûρ)·τ = 2πdi for i = 1, . . . , k and

´

Γl
j(ûρ)·τ = 2πd̃l ∈ 2πZ,

for l = 0, 1, . . . , n.

The proof is similar to the one of Lemma 3.2. Thanks to the previous lemma we can
apply the generalized Poincaré lemma to obtain:

Proposition 4.2. There exists a unique Φ̂ρ ∈ C∞(Ωρ,R) such that

j(ûρ) = ûρ ∧∇ûρ = ∇⊥Φ̂ρ,

and 



∆Φ̂ρ = 0 in Ωρ,

Φ̂ρ = 0 on Γ0,

Φ̂ρ = β̃i,ρ on ∂Bρ(ai), i = 1, . . . , k,

Φ̂ρ = βi,ρ on Γl, l = 1, . . . , n,

(4.3)

with βi,ρ, β̃i,ρ being real constants. Furthermore we have
ˆ

∂Bρ(ai)
∂νΦ̂ρ = 2πdi, for i = 1, . . . , k,

ˆ

Γl

∂νΦ̂ρ = 2πd̃l ∈ 2πZ, for l = 0, 1, . . . , n

k∑

i=1

di +

n∑

l=1

d̃l = d̃0.

Proof. The existence comes from Lemma 2.1 and the properties of the current j(ûρ) gath-

ered in Lemma 4.1. The uniqueness follows since Φ̂ρ in Proposition 4.2 is the minimizer
of

F (ϕ) =
1

2

ˆ

Ωρ

|∇ϕ|2 + 2π
k∑

i=1

diϕ|∂Bρ(ai) + 2π
n∑

l=1

d̃lϕ|Γl

in the class

V̂ρ = {ϕ ∈ H1(Ωρ,R);ϕ = 0 on Γ0, ϕ = cst. = ϕ|∂Bρ(ai) on ∂Bρ(ai), i = 1, . . . , k

ϕ = cst. = ϕ|Γl
on Γl, l = 1, . . . , n}.

�

Corollary 4.1. The minimizer ûρ for (1.19) is unique up to a multiplication by a complex

constant of modulus 1.

Proof. It comes from the uniqueness of Φ̂ρ and Lemma 2.3. �
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We now define

ẼN ,ρ :=
{
v ∈ H1(Ωρ,S

1); tr|∂Bρ(ai) =

(
x− ai
|x− ai|

)di
, i = 1, . . . , k

}

and

W̃ ρ
N ({ai}, {di}) := inf

v∈ẼN ,ρ

1

2

ˆ

Ωρ

|∇v|2.

Thanks to this other variational problem we can show, as in Lemma 3.4,

Lemma 4.2. The map ρ 7→ W ρ
N ({ai}, {di}) − π

(∑k
i=1 d

2
i

)
| log ρ| is non-increasing, and

the map ρ 7→ W̃ ρ
N ({ai}, {di})− π

(∑k
i=1 d

2
i

)
| log ρ| is non-decreasing. Furthermore

W ρ
N ({ai}, {di}) ≤ W̃ ρ

N ({ai}, {di}) and we have that

WN ({ai}, {di}) := lim
ρ→0

(
W ρ

N ({ai}, {di})− π

(
k∑

i=1

d2i

)
| log ρ|

)
exists and is finite.

Proposition 4.3. Let ûρ be a solution to the minimization problem (1.19) and let Φ̂ρ be

given by Proposition 4.2. Then there exist û0 ∈ H1
loc
(G \ {a1, . . . , ak},S

1), Φ̃0 ∈ H1
loc
(G \

{a1, . . . , ak}) and ρp → 0 such that

ûρp ⇀ û0 in H1
loc(G \ {a1, . . . , ak}), Φ̂ρp ⇀ Φ̃0 in H1

loc(G \ {a1, . . . , ak}). (4.4)

In particular, there exist βl = βl({ai}, {di}) such that Φ̂ρ|Γl
= βl,ρ → βl := Φ̃0|Γl

for

l = 1, . . . , n.

The proof of this proposition is similar to the proof of Proposition 3.5. This relies on a
diagonal argument and Lemma 4.2.

Note that Φ̃0|Γl
is a constant since it is the limit of constant real numbers. Now we

define Φ̂0 to be the solution of





∆Φ̂0 = 2π
∑k

i=1 diδai in G,

Φ̂0 = 0 on Γ0,

Φ̂0 = βl on Γl, l = 1, . . . , n.

(4.5)

Proposition 4.4. The equality Φ̃0 = Φ̂0 holds and, up to a subsequence ρp → 0, Φ̂ρp → Φ̂0

in Cm
loc
(G \ {a1, . . . , ak}) for all m ∈ N.

Proof. We take ρp → 0 as in Proposition 3.7, for notational simplicity we denote ρ = ρp.

We apply Lemma 5.2 to vρ := Φ̂0 − Φ̂ρ which satisfies ∆vρ = 0 in Ωρ,
´

∂Bρ(ai)
∂νv = 0 for
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i = 1, . . . , k. Since Φ̂ρ is constant on ∂Bρ(ai) we find

sup
Ωρ

vρ − inf
Ωρ

vρ ≤
k∑

i=1

(
sup

∂Bρ(ai)
vρ − inf

∂Bρ(ai)
vρ

)
+ sup

∂G

vρ − inf
∂G

vρ

≤
k∑

i=1

(
sup

∂Bρ(ai)
Φ̂0 − inf

∂Bρ(ai)
Φ̂0

)
+ sup

∂G

vρ − inf
∂G
vρ

≤ Cρ+ sup
∂G

vρ − inf
∂G

vρ.

But since Φ̂ρ and Φ̂0 are constants on each connected components of ∂G and (Φ̂0−Φ̂ρ)|Γl
→

0 for every l = 0, 1, . . . , n we find that sup∂G vρ − inf∂G vρ → 0 as ρ→ 0. Now we use that

vρ = Φ̂0 − Φ̂ρ = 0 on Γ0 to obtain that ‖Φ̂0 − Φ̂ρ‖L∞(Ωρ) = oρ(1). The conclusion follows
from elliptic estimates, cf. [17, Theorem 2.10]. �

Proposition 4.5. Let ûρ be a solution to the minimization problem (1.19). Then, up to

a subsequence ρp → 0, we have that ûρp → û0 in Cm
loc
(G \ {a1, . . . , ak}) for every m ∈ N,

where û0 is given by Proposition 4.3.

Proof. This follows from Proposition 4.4 and Proposition 4.2. �

We call Ĝ0 the solution to (1.20) and R̂0 the regular part of this Green function defined
by (1.21). Then we can write

Φ̂0(x) =
k∑

i=1

di log |x− ai|+
n∑

l=1

βlϕl(x) + R̂0(x), (4.6)

where the functions ϕl are defined in (1.10). We are ready to prove Theorem 1.2.

Proof. (proof of Theorem 1.2) From Lemma 4.2 we know that the limit ofW ρ
g ({ai}, {di})−

π
(∑k

i=1 d
2
i

)
| log ρ| as ρ→ 0 exists and is finite. To compute this limit we can use a special

subsequence ρp → 0 such that Proposition 4.4 and Proposition 4.5 hold. For simplicity of
notation, in the rest of the proof we let ρ = ρp. We compute

ˆ

Ωρ

|∇ûρ|
2 =

ˆ

Ωρ

|∇Φ̂ρ|
2 =

ˆ

Γ0

Φ̂ρ∂νΦ̂ρ −
k∑

i=1

ˆ

∂Bρ(ai)
Φ̂ρ∂νΦ̂ρ −

n∑

l=1

ˆ

Γl

Φ̂ρ∂νΦ̂ρ.
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Since Φ̂ρ = 0 on Γ0 and Φ̂ρ is constant on ∂Bρ(ai) we can write, for xi ∈ ∂Bρ(ai):

ˆ

Ωρ

|∇ûρ|
2 = −2π

k∑

i=1

Φ̂ρ(xi)di −
n∑

l=1

ˆ

Γl

Φ̂ρ∂νΦ̂ρ

= −2π

k∑

i=1

Φ̂0(xi)di −
n∑

l=1

ˆ

Γl

Φ̂0∂νΦ̂0 + oρ(1)

= 2π

k∑

i=1

d2i | log ρ| − 2π
∑

i 6=j

didj log |ai − aj| − 2π

k∑

i=1

diR̂0(ai)

− 2π

n∑

l=1

k∑

i=1

diβlϕl(ai)−
n∑

l=1

ˆ

Γl

Φ̂0∂νΦ̂0 + oρ(1).

We now use that Φ̂0 = βl on Γl and we observe that

ˆ

Γl

∂νΦ̂0 =
n∑

m=1

ˆ

Γl

βm∂νϕm +

ˆ

Γl

∂νR̂0 for l = 1, . . . , n.

We conclude that

1

2

ˆ

Ωρ

|∇ûρ|
2 = π

(
k∑

i=1

d2i

)
| log ρ| − π

∑

i 6=j

didj log |ai − aj| − π
k∑

i=1

diR̂0(ai)

− π

n∑

l=1

k∑

i=1

diβlϕl(ai)−
1

2

n∑

l=1

n∑

m=1

βlβm

ˆ

Γl

∂νϕm −
1

2

n∑

l=1

βl

ˆ

Γl

∂νR̂0 + oρ(1). (4.7)

This yields (1.27) with the expression of WN ({ai}, {di}) given by (1.28). We now turn to
the task of expressing the coefficients βl = βl({ai}, {di}). Recall that we have

j(û0) = ∇⊥Φ̂0 = ∇⊥

(
Ĝ0 +

n∑

l=1

βlϕl

)
.

We take the inner product with ∇⊥ϕl and integrate by parts to find that

ˆ

G

j(û0) · ∇
⊥ϕl = −2π

k∑

i=1

diϕl(ai) +

ˆ

Γl

∂νĜ0 +

n∑

m=1

βm

ˆ

Γl

∂νϕm.
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On the other hand, we have
ˆ

G

j(û0) · ∇
⊥ϕl = −

ˆ

G

curl j(û0)ϕl +

ˆ

∂G

ϕl[j(û0) · τ ]

= −2π

k∑

i=1

diϕl(ai) +

ˆ

Γl

j(û0) · τ

= −2π

k∑

i=1

diϕl(ai) + 2πd̃l.

Thus we find that the coefficients βl solve the linear system

2πd̃l =

ˆ

Γl

∂νĜ0 +

n∑

m=1

βm

ˆ

Γl

∂νϕm = 2π

k∑

i=1

diϕl(ai) +

n∑

m=1

βm

ˆ

Γl

∂νϕm.

The last equality being obtained by multiplying ∆Ĝ0 by ϕl and integrating by parts.
It remains to show that û0 is given by (1.26). We call d̃l := deg(û0,Γl), l = 0, 1, . . . , n.We

have that
∑n

l=1 d̃l+
∑k

i=1 di = d̃0. Again, by using the same arguments as in Proposition 3.1
we can see that there exists a minimizer Ud̃l,di of the Dirichlet energy in Id̃l,di where this

class is defined in (1.23). We write the Euler-Lagrange equations for Ud̃l,di and we use

Lemma 2.1 to prove that j(U
d̃l ,di

) = ∇⊥Φ̂U . We use again the Euler-Lagrange equations

on U
d̃l,di

to obtain that Φ̂U satisfies





∆Φ̂U = 0 in G,

Φ̂U = cst. on each connected component of ∂G,
´

Γl
∂νΦ̂U = 2πd̃l for l = 1, . . . , n.

(4.8)

Thus Φ̂U is uniquely determined up to a constant, since it is a minimizer of F (ϕ) =
1
2

´

G
|∇ϕ|2 − 2π

∑n
l=1 d̃lϕ|Γl

in the space

{ϕ ∈ H1(G,R);ϕ = cst. on each connected component of ∂G}.

This minimizer is unique up to a constant by a convexity argument. By Lemma 2.3, the
uniqueness of U

d̃l,di
holds, up to a constant. We then set

V̂ := û0

k∏

i=1

(
x− ai
|x− ai|2

)di
U
d̃l,di

.

As in the proof of Theorem 1.1 we can show that

j(V̂ ) = j(û0)−
k∑

i=1

di

(
(x− ai)

⊥

|x− ai|2

)
−∇⊥Φ̂U . (4.9)
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Thus we can show that

div j(V̂ ) = 0 in G, curl j(V̂ ) = 0 in G,

j(V̂ ) · ν = −
k∑

i=1

di
(x− ai)

⊥

|x− ai|2
· ν on ∂G,

ˆ

Γl

j(V̂ ) · τ = 0 for l = 0, 1, . . . , n.

By Lemma 2.1 we can find ψ such that j(V̂ ) = ∇ψ. We can also see that ψ satisfies

∆ψ = 0 in G and ∂νψ = −
∑k

i=1 di
(x−ai)⊥

|x−ai|2
· ν on ∂G. By uniqueness, up to a constant of

such boundary value problem we can assume that ψ = ψN where ψN is defined in (1.22).

By using Lemma 2.3, this prove that, up to a multiplication by a constant V̂ = eiψN and
this yields (1.26). �

We conclude this section by two remarks:

Remark 4.1. We were not able to decide if the optimal degree configuration for û0 is

deg(û0,Γl) = 0 for l = 1, . . . , n and deg(û0,Γ0) =
∑k

i=1 di. This is the situation assumed

in [13] where the authors can suppose that since their goal is to find a critical point of the

Ginzburg-Landau energy with homogeneous Neumann boundary condition.

Remark 4.2. Except for the Dirichlet and the Neumann boundary problems, a third bound-

ary condition is sometimes considered in the Ginzburg-Landau literature. This is the so-

called semi-stiff problem where one prescribes |u| = 1 on ∂G with fixed degrees on each

components of ∂G, cf. e.g., [3, 2, 5, 14, 23, 4, 29, 15, 28]. In this case, minimizers of the

Ginzburg-Landau energy do not always exist. However, a natural renormalized energy that

we can associate to this problem is the same as in the homogeneous Neumann boundary

condition but with fixed degrees, i.e., the degrees of a limiting maps are fixed and we do not

optimize the energy on these degrees. Hence the expression of the renormalized energy is

given by (1.28) where the coefficients βl are determined by the same system (1.29) but with

d̃l = deg(u0,Γl) fixed in advance for l = 1, . . . , n. Also, the limiting locations of vortices of

the Ginzburg-Landau energy are minimizers of this renormalized energy on all G and these

vortices can escape through the boundary. When it happens, it is shown in [6] that vortices
tend to escape through points of maximal curvature of the boundary.

5 Another approach to renormalized energies

In this section, we propose an alternative approach to define the renormalized energies.
We first define particular singular harmonic maps with prescribed singularities and then
associate a renormalized energy to these maps by taking the Dirichlet energy outside of
small balls around the singularities minus the diverging part of this energy. The renormal-
ized energy derived in the previous section is then the infimum of the renormalized energies
among all singular harmonic maps with prescribed singularities. This is the approach of
[19]. We note that when G is simply connected, our singular harmonic map with prescribed
singularities is unique (modulo a phase for the Neumann problem) and corresponds to the
canonical harmonic map defined in [7]. Due to the multiply connectedness of the domain,
uniqueness does not hold in our case.
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5.1 Dirichlet boundary conditions. Let g ∈ C1(∂G,S1). Let u∗ ∈ W 1,1(G,S1), we
say that u∗ is a singular harmonic map with prescribed singularities
(a1, d1), . . . , (ak, dk) if u∗ satisfies

{
curl j(u∗) = 2π

∑k
i=1 diδai in G, div j(u∗) = 0 in G,

j(u∗) · τ = g ∧ ∂τg on ∂G.
(5.1)

Proposition 5.1. Let u∗ ∈W 1,1(G,S1) satisfying (5.1), then we can write

j(u∗) = ∇⊥Φ0 +∇H∗ (5.2)

where Φ0 is the solution to (1.8) and H∗ a solution to




∆H∗ = 0 in G,
H∗ = 0 on Γ0,
H∗ = α∗

l on Γl, l = 1, . . . , n.
(5.3)

The coefficients α∗
l are given as the solution to the linear system

n∑

l=1

α∗
l

ˆ

Γl

∂νϕm =

ˆ

Γm

j(u∗) · ν for m = 1, . . . , n, (5.4)

where the functions ϕl are defined in (1.10). Moreover, there exist θl = θl(g, {ai}, {di}) ∈
[−π, π[, l = 1, . . . , n such that for every u∗ satisfying (5.1), the associated coefficients

α∗
l = α∗

l (g, {ai}, {di}) defined by (5.4) verify α∗
l = θl + 2πZ.

Proof. We observe that curl(j(u∗)−∇⊥Φ0) = 0 in G and (j(u∗)− ∇⊥Φ0) · τ = 0 on ∂G.
We can apply Lemma 2.1 to find H∗ such that (5.2) holds. By using that div j(u∗) = 0
in G and (j(u∗) − ∇⊥Φ0) · τ = 0 on ∂G, we find that there exist constant coefficients
α∗
l such that (5.3) holds. To express these coefficients, we multiply (5.2) by ∇ϕm and

integrate by parts for m = 1, . . . , n with ϕm defined in (1.10). To see that the coefficients
α∗
l satisfy the quantization property, we recall from Lemma 3.3, that there exists v0 ∈

C∞(G \ {a1, . . . , ak},S
1) such that j(v0) = ∇⊥Φ0 and v0 = g on Γ0. We also have that

v0 = e−iθlg for some θl ∈ [−π, π[ for l = 1, . . . , n because we have that ∂νΦ0 = g ∧ ∂τg on
∂G. But we can check that j(v0e

iH∗) = j(u∗). Indeed

v0e
iH∗ ∧ ∇(v0e

iH∗) = v0e
iH∗ ∧ (∇v0 + iv0∇H∗)e

iH∗

= v0 ∧ ∇v0 +∇H∗ = ∇⊥Φ0 +∇H∗.

Since we also have that u∗ = v0e
iH∗ on Γ0 we necessarily find that u∗ = v0e

iH∗ in G. This
implies that α∗

l = θl + 2πZ on each Γl, l = 1, . . . , n.
�

We now show that we can define the renormalized energy of such a map u∗.

Proposition 5.2. For u∗ ∈W 1,1(G,S1) satisfying (5.1)

Wg(u∗) := lim
ρ→0

1

2

ˆ

Ωρ

|∇u∗|
2 − π

(
k∑

i=1

d2i

)
log

1

ρ
(5.5)
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exists, is finite and is equal to (1.16) where the coefficients αl are replaced by α∗
l . Further-

more

Wg({ai}, {di}) =Wg(u0) = min{Wg(u∗);u∗ ∈W 1,1(G,S1) satisfies (5.1)}. (5.6)

Proof. The same kind of computations as in the proof of Theorem 1.1 show that Wg(u∗) <
+∞ for every u∗ ∈ W 1,1(G,S1) satisfying (5.1) and give an expression of this quantity
similar to (1.16). Now, since u0 satisfies (5.1) we have that

Wg(u0) ≥ inf{W (u∗);u∗ ∈W 1,1(G,S1) satisfies (5.1)}.

If there exists u∗ ∈ W 1,1(G,S1) satisfying (5.1) such that Wg(u∗) < Wg(u0), then we can

set u∗,ρ := u∗|Ωρ
. For ρ small enough we have W ρ

g (u∗,ρ) − π
(∑k

i=1 d
2
i

)
| log ρ| < Wg(u0).

But, this implies that, for ρ small enough,

W ρ
g ({ai}, {di})− π

(
k∑

i=1

d2i

)
| log ρ| ≤W ρ

g (u∗,ρ)− π

(
k∑

i=1

d2i

)
| log ρ| < Wg(u0).

Passing to the limit as ρ → 0 in the previous equation we obtain Wg(u0) ≤ Wg(u∗) <
Wg(u0) which is a contradiction. �

5.2 Neumann boundary conditions. Analogous results can be stated for homoge-
neous Neumann boundary conditions and we leave it to the reader.

Appendix

We recall here two lemmas that we use in the proofs of the main results. For the proofs
of these lemmas we refer to [7, Lemma I.3-I.4].

Lemma 5.1. Let G ⊂ R
2 be a smooth bounded domain, let Ui, i = 1, . . . , k be smooth

subdomains of G, such that Ω := G \ ∪ki=1U i is connected. Let v be a function satisfying




∆v = 0 in Ω,
´

∂Ui
∂νv = 0 for each i = 1, . . . , k,

∂νv = 0 on ∂G.
(5.7)

Then

sup
Ω
v − inf

Ω
v ≤

k∑

i=1

(
sup
∂Ui

v − inf
∂Ui

v

)
. (5.8)

Lemma 5.2. Let G ⊂ R
2 be a smooth bounded domain, let Ui, i = 1, . . . , k be smooth

bounded subdomains of G, such that Ω := G \ ∪ki=1U i is connected. Let v be a function

satisfying {
∆v = 0 in Ω,

´

∂Ui
∂νv = 0 for each i = 1, . . . , k.

(5.9)

Then

sup
Ω
v − inf

Ω
v ≤

k∑

i=1

(
sup
∂Ui

v − inf
∂Ui

v

)
+ sup

∂G

v − inf
∂G

v. (5.10)
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[10] H. Brezis. New questions related to the topological degree. In The unity of mathematics, volume 244
of Progr. Math., pages 137–154. Birkhäuser Boston, Boston, MA, 2006.
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