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Abstract. Using the theory developed by Kenig, Ponce, and Vega, we prove
that the Hirota-Satsuma system is locally well-posed in Sobolev spaces Hs(R)×
Hs(R) for 3/4 < s ≤ 1. We introduce some Bourgain-type spaces Xa

s,b
for

a 6= 0, s, b ∈ R to obtain local well-posedness for the Gear-Grimshaw system in
Hs(R)×Hs(R) for s > −3/4, by establishing new mixed-bilinear estimates in-

volving the two Bourgain-type spaces X
−α−

s,b
and X

−α+

s,b
adapted to ∂t +α

−
∂3

x

and ∂t + α+∂3
x respectively, where |α+| = |α

−
| 6= 0.
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1. Introduction

In this paper we are concerned with two systems of coupled KdV equations,

namely the Hirota-Satsuma system and the Gear-Grimshaw system.

First we consider local well-posedness (LWP) and ill-posedness of the initial

value problem (IVP) for the following system:





ut − a(uxxx + 6uux) = 2bvvx,
vt + vxxx + 3uvx = 0,
u(0) = u0, v(0) = v0,

(1.1)

known as the Hirota-Satsuma system which was introduced in [10] to describe the

interaction of two long waves with different dispersion relations. Here a, b are real

constants, and u, v are real-valued functions of the two real variables x and t. System

(1.1) is a set of coupled Korteweg-de Vries (abbreviated KdV henceforth) equations,

and it is a generalization of the KdV equation (which is obtained when v = 0). The

Cauchy problem associated to (1.1), for the real and periodic case, was previously

1Initially supported by FAPESP/Brazil grant No. 2002/02522-0, and later by CNRS/France.
2Supported by FAPESP under grant No. 2002/08920-7.
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studied by P. F. He [9], for b > 0, −1 < a < 0, and considering Sobolev indices

s ≥ 3. It deserves remark that system (1.1) has the following conserved quantities:

V (u, v) =

∫ +∞

−∞

(1 + a

2
u2
x + bv2

x − (1 + a)u3 − buv2
)
dx, (1.2)

F (u, v) =

∫ +∞

−∞

(
u2 +

2

3
bv2
)
dx. (1.3)

Later, Feng [6] considered the initial value problem for the following system:





ut − a(uxxx + 6uux) = 2bvvx,
vt + vxxx + cuvx + dvvx = 0,
u(0) = u0, v(0) = v0,

(1.4)

which reduces to the Hirota-Satsuma system when c = 3 and d = 0, always assuming

that a 6= 0. LWP of the IVP associated to system (1.4) was obtained, for initial data

(u0, v0) ∈ Hs(R) ×Hs(R) for s ≥ 1, with a + 1 6= 0 and bc > 0. Moreover, global

well-posedness (GWP) for system (1.4) was also proved (see [6]) in Hs(R)×Hs(R)

for s ≥ 1, if −1 < a < 0 and bc > 0.

The second problem we will consider here is related to the local well-posedness

of the IVP for the Gear-Grimshaw system given by





ut + uxxx + a3vxxx + uux + a1vvx + a2(uv)x = 0,
b1vt + vxxx + b2a3uxxx + vvx + b2a2uux + b2a1(uv)x + rvx = 0,
u(0) = u0, v(0) = v0,

(1.5)

where a1, a2, a3 ∈ R, r ∈ R, and b1, b2 > 0; u = u(x, t), v = v(x, t) are real-valued

functions of the two real variables x and t. System (1.5) was derived in [7] (see

also [3] for a very good explanation about the physical context in which this system

arises) as a model to describe the strong interaction of two-dimensional, weakly

nonlinear, long, internal gravity waves propagating on neighboring pycnoclines in

a stratified fluid, where the two waves correspond to different modes. Bona et

al. [3] proved GWP of the IVP associated to (1.5) with initial data belonging to

Hs(R) × Hs(R) for s ≥ 1, assuming r = 0 and |a3| < 1/
√
b2. Later, Ash et al.

[1] considered GWP of (1.5) in L2(R) × L2(R) supposing r = 0 and |a3| 6= 1/
√
b2

(see Section 3.1-(2)). Further, Saut and Tzvetkov [17] considered GWP of system

(3.1) for initial data (u0, v0) ∈ L2(R) × L2(R), assuming that r 6= 0 and that the

matrix (aij)i,j∈{1,2} has real distinct eigenvalues (see Section 3.1-(1)). Recently,

Linares and Panthee [15], by using the bilinear estimate of Kenig, Ponce, and Vega

[13], showed LWP for system (3.5) with initial data (u0, v0) ∈ Hs(R) ×Hs(R) for

s > −3/4 (see Section 3.1-(2), and Remark 3.1-ii.)). Solutions of (1.5) satisfy the

following conservation laws:

Φ1(u) =

∫ +∞

−∞
udx, Φ2(v) =

∫ +∞

−∞
vdx, Φ3(u, v) =

∫ +∞

−∞
(b2u

2 + b1v
2)dx,

Φ4(u, v) =

∫ +∞

−∞

(
b2u

2
x+v2

x+2b2a3uxvx−b2
u3

3
−b2a2u

2v−b2a1uv
2− v3

3
−rv2

)
dx.
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We say that the IVP {
∂t~u(t) = F (t, ~u(t)),
~u(0) = ~u0

is locally well-posed in X (Banach space) if there exist T = T (‖~u0‖X) > 0 and a

unique solution ~u(t) of the corresponding IVP such that

i.) ~u ∈ C([−T, T ];X)∩ YT = XT ;

ii.) the mapping data-solution ~u0 7→ ~u(t), from {~v0 ∈ X ; ‖~v0‖X ≤ M} into XT is

uniformly continuous for all M > 0; i.e.

∀M > 0, ∀ǫ > 0, ∃δ = δ(ǫ,M) > 0, ‖~u0 − ~v0‖X < δ then ‖~u− ~v‖XT < ǫ,

where ‖~u0‖X ≤M and ‖~v0‖X ≤M.

We say that the IVP is globally well-posed in X if the same properties hold for all

time T > 0. If some hypothesis in the definition of local well-posedness fails, we

say that the IVP is ill-posed.

This paper is organized as follows. In Section 2 we use Banach’s fixed-point

theorem in a suitable function space and the theory obtained by Kenig, Ponce,

and Vega, to prove LWP to system (1.1), for any a, b ∈ R, with initial data in

Hs(R) ×Hs(R) for 3/4 < s ≤ 1. We also show that system (1.1) with a 6= 0 is ill-

posed inHs(R)×Hs′(R) for s ∈ [−1,− 3
4 ), and s′ ∈ R. We begin Section 3 with a few

comments to scale changes carried out previously concerning the Gear-Grimshaw

system. Thus, we introduce some Bourgain-type spaces Xa
s,b for a 6= 0, and s, b ∈ R.

Moreover, we prove some new mixed-bilinear estimates involving the two Bourgain-

type spaces X1
s,b and X−1

s,b corresponding to ∂t − ∂3
x and ∂t + ∂3

x respectively, to

obtain LWP for the Gear-Grimshaw system (3.1) with r = 0, a12 = a21 = 0,

a11 = −a22 6= 0, and initial data in Hs(R) × Hs(R) for s > −3/4 (see Theorem

3.2 below). We remark that these mixed-bilinear estimates (see Proposition 3.2)

presented here are not an immediate consequence of the estimates proved by Kenig,

Ponce, and Vega in [13] (see Remark 3.2 and Remark 3.4-ii.)). Finally, we notice

that system (1.1) is treated separately from system (1.5) because the nonlinearity

in (1.1) has the non-divergence form, while the one in (1.5) has the divergence form;

a possible difficulty with regard to the LWP of (1.1) in lower Sobolev indices could

be related to the obtention of a suitable bilinear estimate for the nonlinear term in

the second equation of (1.1).

Notation:

• f̂ = Ff : the Fourier transform of f (F−1 : the inverse of the Fourier transform),

where f̂(ξ) = 1√
2π

∫
e−iξxf(x)dx for f ∈ L1(R).

• ‖ · ‖s, (·, ·)s: the norm and the inner product respectively in Hs(R) (Sobolev

space of order s of L2 type), s ∈ R. ‖f‖2
s ≡

∫
(1 + |ξ|2)s|f̂(ξ)|2dξ.

‖ · ‖ = ‖ · ‖0: the L2(R) norm. (·, ·) denotes the inner product on L2(R).
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• B(X,Y ): set of bounded linear operators on X to Y . If X = Y we write B(X).

‖ · ‖B(X,Y ): the operator norm in B(X,Y ).

• Lp = {f ; f is measurable on R, ‖f‖Lp < ∞}, where ‖f‖Lp =
( ∫

|f(x)|pdx
)1/p

if

1 ≤ p < +∞, and ‖f‖L∞ = ess supx∈R
|f(x)|, f is an equivalence class.

• C(I;X) : set of continuous functions on the interval I into the Banach space X .

• ‖f‖Lq
TL

p
x
≡
( ∫ T

−T ‖f(·, t)‖qLpdt
)1/q

, ‖f‖Lq
tL

p
x
≡ ‖f‖Lq

TL
p
x

if T = +∞.

• ‖f‖Lp
xL

q
T
≡
∥∥( ∫ T

−T |f(·, t)|qdt
)1/q∥∥

Lp , ‖f‖Lp
xL

q
t
≡ ‖f‖Lp

xL
q
T

if T = +∞.

• 〈ξ〉 ≡ 1 + |ξ|, for ξ ∈ R.

• Let A,B be two n× n matrices. A ∼ B iff ∃T ∈ GL(n), T−1AT = B.

2. On the Hirota-Satsuma System

2.1. Local Well-Posedness. Let us denote by

Ua(t) = eat∂
3
x , Ûa(t)φ(ξ) = e−iatξ

3

φ̂(ξ) for φ ∈ Hs(R), (2.1)

the group associated with the linear part of the first equation of system (1.1). We

note that U(t) ≡ U−1(t) is the group associated with the linear part of the KdV

equation. Next theorem proves LWP to system (1.1) in suitable Sobolev spaces.

Theorem 2.1. Let a 6= 0 and 3/4 < s ≤ 1. Then for any u0, v0 ∈ Hs(R), there

exists T = T (‖u0‖s, ‖v0‖s) > 0 (with T (ρ, η) → ∞ as ρ → 0, η → 0) and a unique

solution (u, v) of problem (1.1) such that

u, v ∈ C([−T, T ];Hs(R)), (2.2)

ux, vx ∈ L4
TL

∞
x , (2.3)

Ds
xux, D

s
xvx ∈ L∞

x L
2
T , (2.4)

u, v ∈ L2
xL

∞
T , (2.5)

ux, vx ∈ L∞
x L

2
T . (2.6)

For any T ′ ∈ (0, T ) there exist neighborhoods V of u0 in Hs(R) and V ′ of v0 in

Hs(R) such that the map (ũ0, ṽ0) 7→ (ũ, ṽ) from V × V ′ into the class defined by

(2.2)-(2.6) with T ′ instead of T is Lipschitz.

If u0, v0 ∈ Hr(R) with r > s, then the above results hold with r instead of s in the

same time interval.

Moreover, from the conservation laws (1.2) and (1.3) we can choose T = +∞ at

least for s = 1, for a+ 1 > 0 and b > 0.

Proof. Let 3
4 < s ≤ 1. Given r ∈ R and T > 0, let us define

ΛTr (u) ≡ max
[−T,T ]

‖u(t)‖r + ‖ux‖L4
TL

∞

x
+ ‖Dr

xux‖L∞

x L2
T

+(1 + T )−1/2‖u‖L2
xL

∞

T
+ ‖ux‖L∞

x L2
T
. (2.7)
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Denote ‖|(u, v)|‖ ≡ ΛTs (u) + ΛTs (v). We consider the space

XT =
{

(u, v) ∈ C([−T, T ];Hs(R)) × C([−T, T ];Hs(R)); ‖|(u, v)|‖ <∞
}

and XT
M = {(u, v) ∈ XT ; ‖|(u, v)|‖ ≤ M}. Let us write the integral equations

associated to problem (1.1)
{

Φ1(u, v)(t) = Ua(t)u0 +
∫ t
0
Ua(t− t′)(6auux + 2bvvx)(t

′)dt′,

Φ2(u, v)(t) = U(t)v0 − 3
∫ t
0
U(t− t′)(uvx)(t′)dt′.

We will prove that Φ : XT
M 7→ XT

M , where Φ(u, v) ≡ (Φ1(u, v),Φ2(u, v)), is a

contraction map for suitably chosen M and T . We have the following inequalities:

‖Ua(t)u0‖r ≤ c‖u0‖r for r ∈ R, (2.8)

‖Dr
x∂xUa(t)u0‖L∞

x L2
T

≤ c

|a|1/2 ‖D
r
xu0‖ for r ∈ R, (2.9)

‖∂xUa(t)u0‖L4
TL

∞

x
≤ c

|a|1/4 ‖u0‖r for r ≥ 3/4, (2.10)

‖Ua(t)u0‖L2
xL

∞

T
≤ c(a,r)(1 + T )1/2‖u0‖r for r > 3/4. (2.11)

Expression (2.8) is a group property. Inequality (2.9) is a consequence of The-

orem 4.1 in [11]. Expression (2.10) follows from Theorem 2.1 in [11]. Estimate

(2.11) is obtained by using Proposition 2.4 in [14]. It follows from (2.8)-(2.11) that

ΛTs (Ua(t)u0) ≤ c‖u0‖s. Let (u, v) ∈ XT
M . Then

ΛTs (Φ1(u, v)) ≤ c ‖u0‖s + c

∫ T

0

‖(uux)(τ)‖dτ + c

∫ T

0

‖Ds
x(uux)(τ)‖dτ

+c

∫ T

0

‖(vvx)(τ)‖dτ + c

∫ T

0

‖Ds
x(vvx)(τ)‖dτ. (2.12)

Choose M ≡ 4c(‖u0‖s + ‖v0‖s). It follows that

‖uux‖L2
TL

2
x
≤ ‖ux‖L∞

x L2
T
‖u‖L2

xL
∞

T
≤M2(1 + T )1/2. (2.13)

Now, by using Theorem A.12 in [12] and Hölder’s inequality, it follows that

‖Ds
x(uux)‖L2

TL
2
x

≤ c
∥∥‖ux‖L∞

x
‖Ds

xu‖L2
x

∥∥
L2

T

+ ‖u‖L2
xL

∞

T
‖Ds

xux‖L∞

x L2
T

≤ c T 1/4‖Ds
xu‖L∞

T L2
x
‖ux‖L4

TL
∞

x
+M2(1 + T )1/2

≤ cM2(T 1/4 + (1 + T )1/2). (2.14)

By replacing (2.13) and (2.14) (and similar estimates for v) into (2.12) we obtain

ΛTs (Φ1(u, v)) ≤
M

4
+ cM2T 1/2(T 1/4 + (1 + T )1/2). (2.15)

By choosing T > 0 small enough such that T 1/2(T 1/4 + (1 + T )1/2) ≤ 1
4cM , it

follows that ΛTs (Φ1(u, v)) ≤ M
2 . Similarly we have that ΛTs (Φ2(u, v)) ≤ M

2 . Then,

for M > 0 and T > 0 chosen as above, Φ is a well-defined map from XT
M to itself.

Analogously, we prove that Φ is a contraction map. The rest of the proof is similar

to the proof of Theorem 2.1 in [12]. �
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Theorem 2.2. Let a = 0 and 3/4 < s ≤ 1. Then for any u0, v0 ∈ Hs(R), there

exists T = T (‖u0‖s, ‖v0‖s) > 0 (with T (ρ, η) → ∞ as ρ → 0, η → 0) and a unique

solution (u, v) of problem (1.1) such that

u, v ∈ C([−T, T ];Hs(R)), (2.16)

vx ∈ L4
TL

∞
x , (2.17)

Ds
xvx ∈ L∞

x L
2
T , (2.18)

u, v ∈ L2
xL

∞
T , (2.19)

vx ∈ L∞
x L

2
T . (2.20)

For any T ′ ∈ (0, T ) there exist neighborhoods V of u0 in Hs(R) and V ′ of v0 in

Hs(R) such that the map (ũ0, ṽ0) 7→ (ũ, ṽ) from V × V ′ into the class defined by

(2.16)-(2.20) with T ′ instead of T is Lipschitz.

If u0, v0 ∈ Hr(R) with r > s, then the above results hold with r instead of s in the

same time interval.

If s = 1 and b > 0, then we can choose T = +∞.

Proof. Let 3/4 < s ≤ 1. Let ΛTs (·) be the norm defined by (2.7). Denote by

Λ̃Ts (u) ≡ max
[−T,T ]

‖u(t)‖s + ‖u‖L2
xL

∞

T
,

and ‖|(u, v)|‖ ≡ Λ̃Ts (u) + ΛTs (v). Let XT and XT
M be defined as in the proof of

Theorem 2.1. Let us now consider Φ(u, v) ≡ (Φ1(u, v),Φ2(u, v)), where
{

Φ1(u, v)(t) = u0 + 2b
∫ t
0
(vvx)(t

′)dt′,

Φ2(u, v)(t) = U(t)v0 − 3
∫ t
0
U(t− t′)(uvx)(t′)dt′.

Let (u, v) ∈ XT
M . Then

ΛTs (Φ2(u, v)) ≤ c‖v0‖s + c

∫ T

0

‖(uvx)(τ)‖dτ + c

∫ T

0

‖Ds
x(uvx)(τ)‖dτ.

We see that

‖uvx‖L2
TL

2
x
≤ ‖vx‖L∞

x L2
T
‖u‖L2

xL
∞

T
≤M2.

Now, using Theorem A.12 in [12] and Hölder’s inequality, we get

‖Ds
x(uvx)‖L2

TL
2
x

≤ c
∥∥‖vx‖L∞

x
‖Ds

xu‖L2
x

∥∥
L2

T

+ ‖u‖L2
xL

∞

T
‖Ds

xvx‖L∞

x L2
T

≤ cM2(1 + T 1/4).

By choosing M ≡ 6c(‖u0‖s+‖v0‖s) and T > 0 such that T 1/2(T 1/4 +(1+T )1/2) ≤
1

6cM , we obtain ΛTs (Φ2(u, v)) ≤ M
3 and max[−T,T ] ‖Φ1(u, v)(t)‖s ≤ M

3 . Moreover,

‖Φ1(u, v)‖L2
xL

∞

T
≤ ‖u0‖ + 2b‖

∫ T

0

|(vvx)(τ)|dτ‖L2
x
≤ ‖u0‖ + cT 1/2‖vvx‖L2

TL
2
x

≤ M

6
+ cT 1/2M2(1 + T )1/2 ≤ M

3
.

Then ‖|Φ(u, v)|‖ ≤M . The rest of the proof is as for Theorem 2.1. �
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Remark 2.1. In [16], Sakovich considered the following system:





uxxx + auux + bvux + cuvx + dvvx +mut + nvt = 0,
vxxx + euux + fvux + guvx + hvvx + put + qvt = 0,
u(0) = u0, v(0) = v0,

(2.21)

where mq 6= np. This system can be written as
(
uxxx
vxxx

)
+A0

(
uux
vux

)
+A1

(
uvx
vvx

)
+A2

(
ut
vt

)
= 0, (2.22)

where

A0 =

(
a b
e f

)
, A1 =

(
c d
g h

)
, A2 =

(
m n
p q

)
.

Since A2 is nonsingular, multiplying (2.22) by A−1
2 , we get

(
ut
vt

)
+A−1

2

(
uxxx
vxxx

)
+A−1

2 A0

(
uux
vux

)
+A−1

2 A1

(
uvx
vvx

)
= 0.

If P ∈ GL(2) is such that P−1A−1
2 P = diag(a0, a1), where a0 and a1 are the

eigenvalues of A−1
2 , by making U = (u, v)t = PV , we obtain a new system of

Hirota-Satsuma type. Therefore, similar results to Theorems 2.1 and 2.2 are also

valid for this new system.

2.2. Ill-Posedness to the Hirota-Satsuma System. Let us remark that if u(x, t)

and v(x, t) are solutions of (1.1), then ũ(x, t) = λ2u(λx, λ3t) and ṽ(x, t) = λ2v(λx, λ3t)

are also solutions of (1.1). This scaling argument suggests that the Cauchy prob-

lem for the Hirota-Satsuma system is locally well-posed in Hs(R) × Hs′(R) for

s, s′ > − 3
2 . It is not difficult to see that the IVP associated to the KdV equation

{
wt + wxxx + 6wwx = 0,
w(x, 0) = w0(x)

is equivalent to the IVP
{
ut − a(uxxx + 6uux) = 0,
u(x, 0) = u0(x) = w0(−x), (2.23)

through the transformation u(x, t) = w(−x, at), for a 6= 0. Note that if u is a

solution of (2.23), then (u, 0) is a solution of problem (1.1) with initial data (u0, 0).

Then, it follows from the ill-posedness result for the KdV equation (see [5]) that

the mapping data-solution associated to the IVP (1.1) with a 6= 0 is not uniformly

continuous in Hs(R) ×Hs′(R), for s ∈ [−1,− 3
4 ), and s′ ∈ R.

3. On the Gear-Grimshaw System

3.1. Initial Comments. (1) We consider the Gear-Grimshaw system given by





ut + a11uxxx + a12vxxx + b1(uv)x + b2uux + b3vvx = 0,
vt + a21uxxx + a22vxxx + rvx + b4(uv)x + b5uux + b6vvx = 0,
u(0) = u0, v(0) = v0.

(3.1)
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Suppose r 6= 0. Let A,B and C(U) be the matrices (see [17]) defined by

A =

(
a11 a12

a21 a22

)
, B =

(
0 0
0 r

)
, C(U) =

(
b2u+ b1v b1u+ b3v
b5u+ b4v b4u+ b6v

)
,

where U = (u, v)t. Let T ∈ GL(2) such that T−1AT = diag(α+, α−), where α+

and α− are the eigenvalues of A, and α+, α− ∈ R. By making U = TV , we obtain
{
Vt(t, x) + diag(α+, α−)Vxxx(t, x) +B1Vx(t, x) + C1(V )(t, x)Vx(t, x) = 0,
V (0) = T−1U0,

(3.2)

where B1 = T−1BT = (bij)i,j∈{1,2}, C1(V ) = T−1C(TV )T and U0 = U(0). Let

V = (v1, v2)
t. If we make the scale change (supposing α+ 6= 0, α− 6= 0)

v1(t, x) = w1

(
t,

x

α
1/3
+

)
, v2(t, x) = w2

(
t,

x

α
1/3
−

)
,

then W = (w1, w2)
t satisfies the following system:






∂1w1(t,
x

α
1/3

+

) + ∂3
2w1(t,

x

α
1/3

+

) + b11
α

1/3

+

∂2w1(t,
x

α
1/3

+

) + b12
α

1/3

−

∂2w2(t,
x

α
1/3

−

) + ... = 0,

∂1w2(t,
x

α
1/3

−

) + ∂3
2w2(t,

x

α
1/3

−

) + b21
α

1/3

+

∂2w1(t,
x

α
1/3

+

) + b22
α

1/3

−

∂2w2(t,
x

α
1/3

−

) + ... = 0,

where ∂i, for i = 1, 2 denotes the partial derivative with respect to the i-th variable.

It should be noted that ∂2w1 is evaluated at the point (t, x

α
1/3

+

) and ∂2w2 is evaluated

at the point (t, x

α
1/3

−

). Take b1 = ... = b6 = 0 in (3.1). If α+ 6= α−, it follows that

we should take care in any of the following cases:

• b12 6= 0 and ∂2w2(t,
x

α
1/3

+

) 6= ∂2w2(t,
x

α
1/3

−

),

• b21 6= 0 and ∂2w1(t,
x

α
1/3

+

) 6= ∂2w1(t,
x

α
1/3

−

).

(2) We now consider the following system (C(U) 6≡ 0 and r = 0 in (3.1)):





ut + uxxx + a3vxxx + uux + a1vvx + a2(uv)x = 0,
b1vt + vxxx + b2a3uxxx + vvx + b2a2uux + b2a1(uv)x = 0,
u(0) = u0, v(0) = v0,

(3.3)

where a1, a2, a3, b1, b2 are real constants, with b1, b2 > 0, a3 6= 0, and a2
3b2 6= 1.

We define (see [1] and [15]): λ = {(1 − 1
b1

)2 +
4b2a

2
3

b1
}1/2 and α± = 1

2 (1 + 1
b1

± λ).

Consider {
ũ(t, x) = (1−α−

λ )u(t, α
1/3
+ x) + a3

λ v(t, α
1/3
+ x),

ṽ(t, x) = (α+−1
λ )u(t, α

1/3
− x) − a3

λ v(t, α
1/3
− x),

or equivalently





u(t, x) = ũ(t, x

α
1/3

+

) + ṽ(t, x

α
1/3

−

),

v(t, x) = (α+−1
a3

)ũ(t, x

α
1/3

+

) − (1−α−

a3
)ṽ(t, x

α
1/3

−

).
(3.4)

We note that this change of variable is equivalent to the one performed in item (1)

for W . Take b1 = b2 = 1, a1 = a2 = 0 and a3 = 2 in system (3.3). Then α+ = 3,
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α− = −1 and λ = 4. By using (3.4), it follows that





∂1ũ(t,
x

31/3 ) + ∂1ṽ(t,−x) + ∂3
2 ũ(t,

x
31/3 ) + ∂3

2 ṽ(t,−x) + 1
31/3 ũ(t,

x
31/3 )∂2ũ(t,

x
31/3 )

−ũ(t, x
31/3 )∂2ṽ(t,−x) + 1

31/3 ∂2ũ(t,
x

31/3 )ṽ(t,−x) − ṽ(t,−x)∂2ṽ(t,−x) = 0,
∂1ũ(t,

x
31/3 ) − ∂1ṽ(t,−x) + ∂3

2 ũ(t,
x

31/3 ) − ∂3
2 ṽ(t,−x) + 1

31/3 ũ(t,
x

31/3 )∂2ũ(t,
x

31/3 )
+ũ(t, x

31/3 )∂2ṽ(t,−x) − 1
31/3 ∂2ũ(t,

x
31/3 )ṽ(t,−x) − ṽ(t,−x)∂2ṽ(t,−x) = 0.

Then




∂1ũ(t,
x

31/3 ) + ∂3
2 ũ(t,

x
31/3 ) + 1

31/3 ũ(t,
x

31/3 )∂2ũ(t,
x

31/3 ) − ṽ(t,−x)∂2ṽ(t,−x) = 0,
∂1ṽ(t,−x) + ∂3

2 ṽ(t,−x) − ũ(t, x
31/3 )∂2ṽ(t,−x) + 1

31/3 ∂2ũ(t,
x

31/3 )ṽ(t,−x) = 0,

ũ(0, x) = 1
2u0(3

1/3x) + 1
2v0(3

1/3x),
ṽ(0, x) = 1

2u0(−x) − 1
2v0(−x).

Notice that −ũ(t, x
31/3 )∂2ṽ(t,−x)+ 1

31/3 ∂2ũ(t,
x

31/3 )ṽ(t,−x) = ∂x(ũ(t,
x

31/3 )ṽ(t,−x)),
where ∂x 6= ∂2. It follows that, in general, system (3.3) cannot be written as






ũt + ũxxx + aũũx + bṽṽx + c(ũṽ)x = 0,

ṽt + ṽxxx + ãũũx + b̃ṽṽx + c̃(ũṽ)x = 0,

ũ(0, x) = (1−α−

λ )u0(α
1/3
+ x) + a3

λ v0(α
1/3
+ x),

ṽ(0, x) = (α+−1
λ )u0(α

1/3
− x) − a3

λ v0(α
1/3
− x),

(3.5)

where a, b, c and ã, b̃, c̃ are constants.

Remark 3.1. i.) To prove LWP to a system like (3.1) with r = 0, we can work with

an equivalent system like (3.2) (see Remark 3.6). In this case and if α+, α− ∈ R \
{0}, we can consider the two groups U−α+

(t) = e−(α+)t∂3
x and U−α−

(t) = e−(α−)t∂3
x

associated to the linear part of system (3.2) (see Theorem 3.1 and Corollary 3.1 for

the case when |α+| = |α−|).
ii.) The LWP result obtained in [15] really corresponds to system (3.5). To prove

LWP for the more general case corresponding to system (3.1) with r = 0, we could

try to obtain some suitable bilinear estimates (see Propositions 3.1 and 3.2, and

Remark 3.4-i.) for the case when |α+| = |α−| 6= 0).

3.2. Definiton of Xa
s,b-Spaces. Let a 6= 0. For s, b ∈ R, Xa

s,b is used to denote

the completion of the Schwartz space S(R2) with respect to the norm

‖F‖Xa
s,b

≡
( ∫ +∞

−∞

∫ +∞

−∞
〈τ + aξ3〉2b〈ξ〉2s|F̂ (ξ, τ)|2dξdτ

)1/2

, (3.6)

where F̂ (ξ, τ) = (2π)−1
∫

R2 e
−i(xξ+tτ)F (x, t)dxdt. It follows that X−1

s,b coincides

with the usual Bourgain space Xs,b for the KdV equation (see [4]).

Lemma 3.1. Let b > 1/2, s ≥ −3/2, and a0, a1 ∈ R \ {0} such that a0 6= a1. Then

Xa0

s,b 6= Xa1

s,b.

Proof. First, we suppose that a0 · a1 < 0. We may assume that a0 > 0.

Case: s > 1/2 − b. Consider v ∈ Xa1

s,b ∩ L2(R2) such that

|v̂(ξ, τ)|2 =
1

〈ξ〉2s+2b〈τ + a1ξ3〉4b
.
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Therefore

‖v‖2
X

a0
s,b

≥ c(b, a0)

∫

(R+)2

ξ6bdξdτ

〈ξ〉2b〈τ + a1ξ3〉4b
= ∞.

Case: −3/2 ≤ s ≤ 0. Consider u ∈ Xa1

s,b ∩ L2(R2) such that

|û(ξ, τ)|2 =
1

〈ξ〉d〈τ + a1ξ3〉4b
, d ∈ (1, 6b− 2).

Therefore

‖u‖2
X

a0
s,b

≥ c(b, a0)

∫

(R+)2

ξ6b〈ξ〉2s−ddξdτ
〈τ + a1ξ3〉4b

= ∞.

The case a0 · a1 > 0 follows from the case a0 · a1 < 0 and from Lemma 4.1. �

Remark 3.2. Lemma 3.1 implies that the two norms ‖ · ‖X1
s,b

and ‖ · ‖X−1

s,b
are not

equivalent for s > −3/4 and b > 1/2. Then, it follows that Proposition 3.2 below is

not an immediate consequence of Proposition 3.1.

3.3. Bilinear Estimates in Xa
s,b-Spaces.

Proposition 3.1. Given s > − 3
4 and a 6= 0, there exist b′ ∈ (− 1

2 , 0) and ǫs > 0

such that for any b ∈ (1
2 , b

′ + 1] with b′ + 1 − b ≤ ǫs

‖(uv)x‖Xa
s,b′

≤ c(a,s,b,b′) ‖u‖Xa
s,b

‖v‖Xa
s,b
. (3.7)

Proof. The result follows from Corollary 2.7 in [13], and from the fact that if

g(x, t) ≡ f(x, t
−a ) then ĝ(ξ, τ) = |a|f̂(ξ,−aτ). �

The following lemma contains elementary calculus inequalities.

Lemma 3.2. If b > 1/2, then there exists cb > 0 such that
∫

dx

(1 + |a||x2 − η2|)2b ≤ cb
|a||η| . (3.8)

If 0 ≤ α ≤ β, and β > 1, then there exists c(α,β) > 0 such that
∫

dx

(1 + |x− a′|)α(1 + |x− a|)β ≤ c(α,β)

(1 + |a− a′|)α . (3.9)

Proof. To prove (3.8) we consider the two integrals corresponding to |x − η| > |η|
and |x − η| ≤ |η|. To prove (3.9) we may suppose a′ = 0, then we consider the

integrals corresponding to |x| > |a|/2 and |x| ≤ |a|/2 (see (2.12) in [2]). �

Next lemma will be useful for the proof of Lemma 3.5.

Lemma 3.3. If s ∈ [− 3
4 , 0], b′ ≤ s

3 − 1
4 and b > 1

2 , then there exists c(s,b,b′) > 0

such that

φ1(ξ, y) ≡
|ξ|3−4s

〈ξ3(y + 2)〉−2b′〈ξ〉−2s

∫ |y + 2|−2sdx

〈ξ3(y + 3/4 − x2)〉2b ≤ c(s,b,b′). (3.10)
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Proof. i.) First, we suppose |y + 3
4 | > 1

4 . Since s ≤ 0 and b ≥ 0, it follows that

φ1(ξ, y) ≤
|ξ|3−4s|y + 2|−2s

〈ξ3(y + 2)〉−2b′

∫
dx

(1 + |ξ|3|x2 − (|y + 3/4|1/2)2|)2b .

Since b > 1/2, it follows from (3.8) that

φ1(ξ, y) ≤ cb
(|ξ|3|y + 2|)−4s/3|y + 2|−2s/3

〈ξ3(y + 2)〉−2b′ |y + 3/4|1/2 ≤ c(s,b,b′)
|y + 2|−2s/3

|y + 3/4|1/2 ,

where in the last inequality we have used b′ ≤ s
3 − 1

4 and s ≥ − 3
4 .

The case |y+2| ≤ 5/2 is immediate. If |y+2| > 5/2, then |y+3/4| ≥ |y+2|−5/4 >

|y + 2|/2; hence φ1(ξ, y) ≤ c(s,b,b′)|y + 2|− 2s
3
− 1

2 ≤ c(s,b,b′), for s ≥ −3/4.

ii.) Second, we suppose − 1
4 ≤ y + 3

4 ≤ 0. Since s ≤ 0 and b > 1
4 , it follows that

φ1(ξ, y) ≤ cb
|ξ| 32−2s|y + 2|−2s

〈ξ3(y + 2)〉−2b′

∫ +∞

0

|ξ| 32 dx
(1 + |ξ|3(|y + 3

4 |
1
2 + x)2)2b

≤ cb
|ξ| 32−2s|y + 2|−2s

〈ξ3(y + 2)〉−2b′

∫ +∞

0

dz

(1 + z2)2b
≤ cb

|ξ| 32−2s|y + 2|−2s

〈ξ3(y + 2)〉−2b′
.

Since 1 ≤ y + 2 ≤ 5
4 , b′ ≤ 0, and s ≤ 0, it follows from the last inequality that

φ1(ξ, y) ≤ c(s,b)
|ξ| 32−2s

〈ξ3〉−2b′
≤ c(s,b,b′),

where the last inequality is a consequence of the fact that b′ ≤ s
3 − 1

4 .

iii.) Finally, we consider the case 0 < y + 3
4 ≤ 1

4 . Since 5
4 < y + 2 ≤ 3

2 , s ≤ 0 and

b′ ≤ s
3 − 1

4 , it follows that

φ1(ξ, y) ≤ cs
|ξ| 32−2s

(1 + |ξ|3)−2b′

∫ +∞

0

|ξ| 32 dx
(1 + |ξ|3(y + 3

4 )|1 − x2

y+3/4 |)2b

≤ c(s,b,b′)

∫ +∞

0

|ξ| 32 (y + 3
4 )

1
2 dz

(1 + |ξ|3(y + 3
4 )|1 − z2|)2b .

Now, we split the last integral into two parts, namely |z| ≤
√

2 and |z| >
√

2. Since

2b > 1
2 , it follows that

∫ √
2

0

|ξ| 32 (y + 3
4 )

1
2 dz

(1 + |ξ|3(y + 3
4 )|1 − z2|)2b ≤

∫ √
2

0

dz

|1 − z2|1/2 ≤ c

∫ √
2

0

dz

|1 − z|1/2 ≤ c.

On the other hand, since z2 > 2 implies z2 − 1 > z2/2, and by making the change

of variable x = |ξ| 32 (y + 3
4 )

1
2 z, it follows that

∫ +∞

√
2

|ξ| 32 (y + 3
4 )

1
2 dz

(1 + |ξ|3(y + 3
4 )|1 − z2|)2b ≤ cb

∫ +∞

0

dx

(1 + x2)2b
= cb.

�

The next eight lemmas will be used for proving Proposition 3.2.

Lemma 3.4. If b′ ≤ − 1
4 and b > 1

2 , then there exists cb > 0 such that

|ξ|
〈τ + ξ3〉−b′

(∫∫ dξ1dτ1
〈τ1 − ξ31〉2b〈τ − τ1 − (ξ − ξ1)3〉2b

)1/2

≤ cb. (3.11)
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Proof. Since b > 1/2, it follows from (3.9) that
∫

dτ1
〈τ1 − ξ31〉2b〈τ − τ1 − (ξ − ξ1)3〉2b

≤ cb
〈τ − ξ3 + 3ξξ1(ξ − ξ1)〉2b

.

Then, it is sufficient to prove that

|ξ|2
(1 + |τ + ξ3|)−2b′

∫
dξ1

(1 + |τ − ξ3 + 3ξξ1(ξ − ξ1)|)2b
≤ c.

By making the change of variable τ = ξ3(1+z), we need now to verify the following:

|ξ|2
(1 + |ξ3||z + 2|)−2b′

∫
dξ1

(1 + |ξ3z + 3ξξ1(ξ − ξ1)|)2b
≤ c.

By performing the change of variable ξ1 = ξx inside the last integral, and z = 3y,

and since x−x2 = 1
4 − (x− 1

2 )2, it is not difficult to see that the expression we need

to prove now is the following

φ(ξ, y) ≡ |ξ|3
(1 + |ξ|3|3y + 2|)−2b′

∫
dx

(1 + |ξ|3|y + 1/4 − x2|)2b ≤ c.

i.) First, we consider the case |y + 1/4| > 1/12. Then

φ(ξ, y) ≤ |ξ|3
(1 + |ξ|3|3y + 2|)−2b′

∫
dx

(1 + |ξ|3|x2 − (|y + 1/4|1/2)2|)2b ≤ cb,

where in the last inequality we have used (3.8) and b′ ≤ 0.

ii.) Second, we assume −1/3 ≤ y ≤ −1/4. Since 1 + |ξ|3|3y + 2| ≥ 1 + |ξ|3 and

b′ ≤ −1/4, it follows that |ξ|3/2

(1+|ξ|3|3y+2|)−2b′ ≤ |ξ|3/2

(1+|ξ|3)−2b′ ≤ 1. Then

φ(ξ, y) ≤ cb

∫ +∞

0

|ξ|3/2dx
(1 + |ξ|3(|y + 1/4|1/2 + x)2)2b

≤ cb

∫ +∞

0

dz

(1 + z2)2b
≤ cb.

iii.) Finally, we suppose −1/4 < y ≤ −1/6. Since b′ ≤ −1/4, and by making the

change of variable x = (y + 1/4)1/2z, we get

φ(ξ, y) ≤ c

∫ +∞

0

|ξ|3/2(y + 1/4)1/2dz

(1 + |ξ|3(y + 1/4)|1 − z2|)2b ≤ c,

where in the last inequality we have used the following estimates. Since b ≥ 1/4, it

follows that (|ξ|3(y + 1/4)|1 − z2|)1/2 ≤ (1 + |ξ|3(y + 1/4)|1 − z2|)2b. Then

∫ √
2

0

|ξ|3/2(y + 1/4)1/2dz

(1 + |ξ|3(y + 1/4)|1 − z2|)2b ≤
∫ √

2

0

dz

|1 − z|1/2|1 + z|1/2 ≤ c.

Moreover, since z2 − 1 > z2/2 for z >
√

2, and b > 1/2, it follows that
∫ +∞

√
2

|ξ|3/2(y + 1/4)1/2dz

(1 + |ξ|3(y + 1/4)|1 − z2|)2b ≤
∫ +∞

√
2

2|ξ|3/2(y + 1/4)1/2dz

1 + |ξ|3(y + 1/4)z2
≤
∫ +∞

0

2dx

1 + x2
.

�

Lemma 3.5. If s ∈ [− 3
4 ,− 1

4 ], b′ ∈ [− 1
2 ,

s
3 − 1

4 ] and b > 1
2 , then there exists

c(s,b,b′) > 0 such that

|ξ|
〈τ + ξ3〉−b′〈ξ〉−s

( ∫∫

A

|ξ1(ξ − ξ1)|−2sdτ1dξ1
〈τ1 − ξ31〉2b〈τ − τ1 − (ξ − ξ1)3〉2b

)1/2

≤ c(s,b,b′), (3.12)
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where A = A(ξ, τ) is defined as

A = {(ξ1, τ1) ∈ R
2; |ξ1| ≥ 1, |ξ − ξ1| ≥ 1, |τ − τ1 − (ξ − ξ1)

3| ≤ |τ1 − ξ31 | ≤ |τ + ξ3|}.

Proof. We denote by χD the characteristic function of the set D. We remark that

A ⊂ C × R, where C = C(ξ, τ) ≡ {ξ1 ∈ R; |τ − ξ3 + 3ξξ1(ξ − ξ1)| ≤ 2|τ + ξ3|}. By

using (3.9) which is valid for b > 1/2, it is enough to get a constant upper bound

on the following expression

φ̃(ξ, τ) ≡ |ξ|2
〈τ + ξ3〉−2b′〈ξ〉−2s

∫ |ξ1(ξ − ξ1)|−2sχC(ξ,τ)(ξ1)dξ1

〈τ − ξ3 + 3ξξ1(ξ − ξ1)〉2b
.

From now on we assume ξ 6= 0. By making τ = ξ3(1+ y), we see that it is sufficient

to get an upper bound to

φ̃1(ξ, y) ≡
|ξ|2

〈ξ3(y + 2)〉−2b′〈ξ〉−2s

∫ |ξ1(ξ − ξ1)|−2sχC(ξ,ξ3(1+y))(ξ1)dξ1

〈ξ3y + 3ξξ1(ξ − ξ1)〉2b
.

Now, we make the change of variable ξ1 = ξx. Since x− x2 = 1
4 − (x− 1

2 )2, we get

φ̃1(ξ, y) ≤
|ξ|3−4s

〈ξ3(y + 2)〉−2b′〈ξ〉−2s

∫ |(x − 1
2 )2 − 1

4 |−2sχDy (x)dx

〈ξ3(y + 3(1
4 − (x − 1

2 )2))〉2b ,

where Dy = {x; |y + 3(x − x2)| ≤ 2|y + 2|}. We denote by Ey the set given by

{x; |y + 3/4 − 3x2| ≤ 2|y + 2|}, then we need an upper bound on the quantity

φ(ξ, y) ≡ |ξ|3−4s

〈ξ3(y + 2)〉−2b′〈ξ〉−2s

∫ |x2 − 1
4 |−2sχEy(x)dx

〈ξ3(y + 3/4 − 3x2)〉2b .

i.) First, we suppose |y + 2| > 1. We remark that |y − 3x2 + 3
4 | ≤ 2|y + 2| implies

|x2 − 1
4 |−2s ≤ cs|y+ 2|−2s + cs, for s ≤ 0. If φ1(ξ, y) is given by (3.10), then we get

φ(ξ, y) ≤ csφ1(ξ, y)
(
1 +

1

|y + 2|−2s

)
≤ c(s,b,b′),

where in the last inequality we have used Lemma 3.3.

ii.) Now, we assume |y + 2| ≤ 1. In Ey we have that |y − 3x2 + 3
4 | ≤ 2|y + 2| ≤ 2,

then 0 ≤ x2 ≤ 7
12 . Hence Ey ⊂ [−1, 1]. Moreover, |(y + 2) − (3x2 + 5

4 )| ≤ 2|y + 2|
implies |x2 − 1

4 | ≤ 5
4 ≤ 3(x2 + 5

12 ) ≤ 3|y + 2|. Therefore, since s ≤ 0, we see that

φ(ξ, y) ≤ cs|ξ|3−4s

〈ξ3(y + 2)〉−2b′〈ξ〉−2s

∫ 1

0

|y + 2|−2sdx

〈ξ3(y + 3/4 − 3x2)〉2b ≤ c(s,b,b′),

where the last inequality is a consequence of (3.10). �

Lemma 3.6. If s ∈ (− 3
4 ,− 1

2 ], b′ ∈ (− 1
2 , 0], and b > 1

2 with b′ − b ≤ min{−s −
3
2 , s− 1

6}, then there exists c(s,b,b′) > 0 such that

1

〈τ1 − ξ31〉b
( ∫∫

B

|ξ|2(1+s)|ξξ1(ξ − ξ1)|−2sdξdτ

〈ξ〉−2s〈τ + ξ3〉−2b′〈τ − τ1 − (ξ − ξ1)3〉2b
)1/2

≤ c(s,b,b′), (3.13)

where B = B(ξ1, τ1) is defined as

B = {(ξ, τ) ∈ R
2; |ξ1| ≥ 1, |ξ−ξ1| ≥ 1, |τ−τ1−(ξ−ξ1)3| ≤ |τ1−ξ31 |, |τ+ξ3| ≤ |τ1−ξ31 |}.
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Proof. We remark that in B: |τ1 + 2ξ3 − ξ31 − 3ξξ1(ξ − ξ1)| ≤ 2|τ1 − ξ31 |. By the

inequality (3.9), it is sufficient to get an upper bound on the expression

I(B′) =
1

〈τ1 − ξ31〉b
( ∫

B′

|ξ|2(1+s)|ξξ1(ξ − ξ1)|−2sdξ

〈ξ〉−2s〈τ1 + 2ξ3 − ξ31 − 3ξξ1(ξ − ξ1)〉−2b′

)1/2

,

where B′ = {ξ ∈ R; |ξ1| ≥ 1, |ξ−ξ1| ≥ 1, |τ1+2ξ3−ξ31−3ξξ1(ξ−ξ1)| ≤ 2|τ1−ξ3|}. It

is not difficult to see that B′ = B′
1 ∪B′

2, where B′
1 = {ξ ∈ B′; |2ξ3 − 3ξξ1(ξ− ξ1)| ≤

1
2 |τ1 − ξ31 |} and B′

2 = {ξ ∈ B′; 1
2 |τ1 − ξ31 | ≤ |2ξ3 − 3ξξ1(ξ − ξ1)| ≤ 3|τ1 − ξ31 |}.

i.) In B′
1 we have that:

1

2
|τ1 − ξ31 | ≤ |τ1 − ξ31 + 2ξ3 − 3ξξ1(ξ − ξ1)|,

|ξ| ≤ |2ξ3 − 3ξξ1(ξ − ξ1)| ≤
1

2
|τ1 − ξ31 |,

and

|ξξ1(ξ − ξ1)| ≤ |2ξ3 − 3ξξ1(ξ − ξ1)| ≤
1

2
|τ1 − ξ31 |.

Since b′ ≤ 0, and − 3
4 < s ≤ 0, it follows that

I(B′
1) ≤ cb′

〈τ1 − ξ31〉b−b
′

(∫

B′

1

|ξ|2(1+s)|ξξ1(ξ − ξ1)|−2sdξ

〈ξ〉−2s

)1/2

≤ cb′

〈τ1 − ξ31〉b−b
′+s

(∫ |τ1−ξ31 |

0

(1 + ξ)2+4sdξ
)1/2

≤ c(s,b′)

〈τ1 − ξ31〉b−b
′− 3

2
−s ≤ c(s,b′),

where in the last inequality we have used the fact that b′ − b ≤ −s− 3
2 .

ii.) First, we remark that in B′
2 we have that

3|ξξ1(ξ − ξ1)| ≤ |2ξ3 − 3ξξ1(ξ − ξ1)| ≤ 3|τ1 − ξ31 |.

We define the function µ(ξ) = µξ1,τ1(ξ) ≡ τ1 + 2ξ3 − ξ31 − 3ξξ1(ξ − ξ1), for ξ ∈ B′.

We remark that µ′(ξ) = 3(ξ − ξ1)
2 + 3ξ2 = 6(ξ − 1

2ξ1)
2 + 3

2ξ
2
1 . Now, we decompose

B′
2 into two parts: B′

2,1 and B′
2,2.

Let B′
2,1 ≡ {ξ ∈ B′

2 ; 1 ≤ |ξ1| ≤ 10|ξ|}. In this set we get:

1 + |τ1 − ξ31 | ≤ |ξ1|3 + 2|2ξ3 − 3ξξ1(ξ − ξ1)| ≤ c|ξ|3.

Moreover, since −1 ≤ s ≤ − 1
2 , it follows from the last inequality that

|ξ|2(1+s)
〈ξ〉−2s

≤ 1

〈ξ〉2(−2s−1)
≤ cs

〈τ1 − ξ31〉
2
3
(−2s−1)

.

Since µ′(ξ) ≥ 3ξ2, it follows that

1

µ′(ξ)
≤ 1

3ξ2
≤ c

〈τ1 − ξ31〉
2
3

, for ξ ∈ B′
2,1.
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Then, since b′ > − 1
2 , and −1 ≤ s ≤ −1/2, we get

I(B′
2,1) ≤ cs

〈τ1 − ξ31〉b+
1
3
s

( ∫

B′

2,1

µ′(ξ)dξ

〈µ(ξ)〉−2b′

) 1
2

≤ cs

〈τ1 − ξ31〉b+
1
3
s

( ∫

|µ|≤2|τ1−ξ31 |

dµ

〈µ〉−2b′

) 1
2

≤ c(s,b′)

〈τ1 − ξ31〉b−b
′+ 1

3
s− 1

2

≤ c(s,b′),

where the last inequality is a consequence of b′ − b ≤ −s− 3
2 , and s ≥ − 3

4 .

Finally, we consider B′
2,2 ≡ {ξ ∈ B′

2 ; 10|ξ| ≤ |ξ1|}. Since −1 ≤ s ≤ − 1
2 , we get

|ξ|2(1+s)
〈ξ〉−2s

≤ 1

〈ξ〉2(−2s−1)
≤ 1.

Moreover, in B′
2,2 we have that

1 + |τ1 − ξ31 | ≤ |ξ1|3 + 2|2ξ3 − 3ξξ1(ξ − ξ1)| ≤ c|ξ1|3.

Since µ′(ξ) ≥ 3
2ξ

2
1 , we see that

1

µ′(ξ)
≤ c

ξ21
≤ c

〈τ1 − ξ31〉
2
3

, for ξ ∈ B′
2,2.

Then, by using b′ > − 1
2 , −1 ≤ s ≤ −1/2, and b′ − b ≤ s− 1

6 , we see that

I(B′
2,2) ≤ cb′

〈τ1 − ξ31〉b−b
′+s− 1

6

≤ cb′ .

�

Lemma 3.7. If b′ ≤ 0 and b > 1
2 , then there exists cb > 0 such that

|ξ|
〈τ + ξ3〉−b′

(∫∫ dξ1dτ1
〈τ1 + ξ31〉2b〈τ − τ1 − (ξ − ξ1)3〉2b

)1/2

≤ cb. (3.14)

Proof. Since b > 1
2 , it follows from (3.9) that

∫
dτ1

〈τ1 + ξ31〉2b〈τ − τ1 − (ξ − ξ1)3〉2b
≤ cb

〈τ − ξ3 + 3ξξ1(ξ − ξ1) + 2ξ31〉2b
.

Then, it suffices to prove that

|ξ|2
〈τ + ξ3〉−2b′

∫
dξ1

〈τ − ξ3 + 3ξξ1(ξ − ξ1) + 2ξ31〉2b
≤ c.

By making the change of variable τ = ξ3(1+z), and then ξ1 = ξx inside the integral,

it suffices to bound

φ(ξ, z) ≡ |ξ|3
(1 + |ξ|3|z + 2|)−2b′

∫
dx

(1 + |ξ|3|z + 3(x− x2) + 2x3|)2b .

We define the function µ(x) = µz(x) ≡ 2x3 − 3x2 + 3x + z. Then µ′(x) = 6(x −
1
2 )2 + 3

2 ≥ 3
2 . Since b′ ≤ 0 and b > 1

2 , it follows that

φ(ξ, z) ≤ c|ξ|3
〈ξ3(z + 2)〉−2b′

∫
µ′
z(x)dx

〈ξ3µz(x)〉2b
≤ c|ξ|3

∫
dµ

〈ξ3µ〉2b = cb.

�
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Lemma 3.8. If s ∈ [− 3
4 ,− 1

2 ], b′ ∈ [− 1
2 ,

s
3− 1

4 ] and b > 1
2 , then there exists c(s,b) > 0

such that

|ξ|
〈τ + ξ3〉−b′〈ξ〉−s

(∫∫

A1

|ξ1(ξ − ξ1)|−2sdτ1dξ1
〈τ1 + ξ31〉2b〈τ − τ1 − (ξ − ξ1)3〉2b

)1/2

≤ c(s,b), (3.15)

where A1 = A1(ξ, τ) is defined as

A1 = {(ξ1, τ1) ∈ R
2; |ξ1| ≥ 1, |ξ− ξ1| ≥ 1, |τ − τ1 − (ξ − ξ1)

3| ≤ |τ1 + ξ31 | ≤ |τ + ξ3|}.

Proof. We remark that A1 ⊂ C×R, where C = C(ξ, τ) = {ξ1 ∈ R; |τ−ξ3+3ξξ1(ξ−
ξ1) + 2ξ31 | ≤ 2|τ + ξ3|}. Since b > 1

2 , it follows from (3.9) that it is enough to get

an upper bound to

|ξ|2
〈τ + ξ3〉−2b′〈ξ〉−2s

∫ |ξ1(ξ − ξ1)|−2sχC(ξ,τ)(ξ1)dξ1

〈τ − ξ3 + 3ξξ1(ξ − ξ1) + 2ξ31〉2b
.

We assume ξ 6= 0. Now, we make τ = ξ3(1+y), and ξ1 = ξx. Since s ≤ 0, it follows

that it suffices to bound

φ(ξ, y) ≡ |ξ|3−2s

〈ξ3(y + 2)〉−2b′

∫ |x− x2|−2sχDy(x)dx

〈ξ3(y + 3(x− x2) + 2x3)〉2b ,

where Dy = {x; |y + 3(x − x2) + 2x3| ≤ 2|y + 2|}. We remark that |x2 − x| ≤
|2x3 − 3x2 + 3x − 2|, for all x ∈ R. Hence, |x − x2| ≤ 3|y + 2|, for x ∈ Dy. We

denote by µ(x) = µy(x) ≡ 2x3 − 3x2 + 3x+ y.

i.) First, we suppose |y + 2| ≤ 1. It is not difficult to see that Dy ⊂ [−1, 2]. We

now assume that |ξ| ≤ 1. Since µ′(x) ≥ 3
2 , s ≤ 0, b′ ≤ 0, and b > 1

2 , we have that

φ(ξ, y) ≤ cs

∫ 2

−1

|ξ|3µ′
y(x)dx

〈ξ3µy(x)〉2b
≤ cs

∫
dz

〈z〉2b = c(s,b).

Next, we consider the case |ξ| > 1. Since s ≤ 0 and b′ ≤ 0, it follows that

φ(ξ, y) ≤ cs
|ξ|3−2s

|ξ|−3b′ |y + 2|−b′
∫ |y + 2|−2sdx

〈ξ3µy(x)〉2b

≤ cs|ξ|−2s+3b′ |y + 2|−2s+b′
∫

dw

〈w〉2b ≤ c(s,b),

where the last inequality is a consequence of b > 1
2 , − 1

2 ≤ b′ ≤ s
3 − 1

4 , − 3
4 ≤ s ≤ − 1

4 .

ii.) Finally, we assume |y + 2| > 1. Since µ′(x) = 6(x2 − x) + 3 ≥ |x2 − x|, and

s ≤ − 1
2 , it follows that

φ(ξ, y) ≤ cs
|ξ|3−2s|y + 2|−2s−1

〈ξ3(y + 2)〉−2b′

∫

Dy

µ′
y(x)dx

〈ξ3µy(x)〉2b

≤ cs(1 + |ξ|3|y + 2|)− 2s
3

+2b′ |y + 2|− 4s
3
−1

∫ +∞

0

dw

〈w〉2b

Finally, since b′ ≤ s
3 , s ≥ − 3

4 , and b > 1
2 , we have that φ(ξ, y) ≤ c(s,b). �
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Lemma 3.9. If s ∈ (− 3
4 ,− 1

2 ], b′ ∈ (− 1
2 , 0], and b > 1

2 with b′ − b ≤ min{−s −
3
2 , s− 1

6}, then there exists c(s,b,b′) > 0 such that

1

〈τ1 + ξ31〉b
(∫∫

B1

|ξ|2(1+s)|ξξ1(ξ − ξ1)|−2sdξdτ

〈ξ〉−2s〈τ + ξ3〉−2b′〈τ − τ1 − (ξ − ξ1)3〉2b
)1/2

≤ c(s,b,b′), (3.16)

where B1 = B1(ξ1, τ1) is defined as

B1 ={(ξ, τ) ∈ R
2; |ξ1| ≥ 1, |ξ−ξ1| ≥ 1, |τ−τ1−(ξ−ξ1)3| ≤ |τ1+ξ31 |, |τ+ξ3| ≤ |τ1+ξ31 |}.

Proof. We remark that in B1: |τ1 +2ξ3−ξ31 −3ξξ1(ξ−ξ1)| ≤ 2|τ1 +ξ31 |. Since b > 1
2

and b′ ∈ [− 1
2 , 0], it follows from (3.9) that it suffices to bound

I(B̃1) =
1

〈τ1 + ξ31〉b
(∫

B̃1

|ξ|2(1+s)|ξξ1(ξ − ξ1)|−2sdξ

〈ξ〉−2s〈τ1 + 2ξ3 − ξ31 − 3ξξ1(ξ − ξ1)〉−2b′

)1/2

,

where B̃1 = B̃1(ξ1, τ1) = {ξ ∈ R; |ξ1| ≥ 1, |ξ−ξ1| ≥ 1, |τ1 +2ξ3−ξ31 −3ξξ1(ξ−ξ1)| ≤
2|τ1 + ξ3|}. We split B̃1 = B̃1,1 ∪ B̃1,2, where

B̃1,1 = {ξ ∈ B̃1; |2ξ3 − 3ξξ1(ξ − ξ1) − 2ξ31 | ≤
1

2
|τ1 + ξ31 |}, and

B̃1,2 = {ξ ∈ B̃1;
1

2
|τ1 + ξ31 | ≤ |2ξ3 − 3ξξ1(ξ − ξ1) − 2ξ31 | ≤ 3|τ1 + ξ31 |}.

i.) In B̃1,1 we have that:

1

2
|τ1 + ξ31 | ≤ |τ1 − ξ31 + 2ξ3 − 3ξξ1(ξ − ξ1)|.

Since 2ξ3 − 3ξξ1(ξ − ξ1) − 2ξ31 = (ξ − ξ1)(2ξ
2 − ξξ1 + 2ξ21), we also have that

|ξ| ≤ |ξξ1(ξ − ξ1)| ≤ |2ξ3 − 3ξξ1(ξ − ξ1) − 2ξ31 | ≤
1

2
|τ1 + ξ31 |.

Since b′ ≤ 0, and − 3
4 < s ≤ 0, it follows that

I(B̃1,1) ≤ cb′

〈τ1 + ξ31〉b−b
′+s

( ∫ |τ1+ξ31 |

0

(1 + ξ)2+4sdξ
)1/2

≤ c(s,b′)

〈τ1 + ξ31〉b−b
′− 3

2
−s ≤ c(s,b′),

where in the last inequality we have used the fact that b′ − b ≤ −s− 3
2 .

ii.) In B̃1,2 we have that

|ξ| ≤ |ξξ1(ξ − ξ1)| ≤ |2ξ3 − 3ξξ1(ξ − ξ1) − 2ξ31 | ≤ 3|τ1 + ξ31 |.

We define the function µ(ξ) = µξ1,τ1(ξ) ≡ τ1 + 2ξ3 − ξ31 − 3ξξ1(ξ − ξ1). Then

µ′(ξ) = 3(ξ− ξ1)
2 +3ξ2 = 6(ξ− 1

2 ξ1)
2 + 3

2 ξ
2
1 . We see that B̃1,2 = B̃1

1,2 ∪ B̃2
1,2, where

B̃1
1,2 ≡ {ξ ∈ B̃1,2 ; 1 ≤ |ξ1| ≤ 10|ξ|}, and B̃2

1,2 ≡ {ξ ∈ B̃1,2 ; 10|ξ| ≤ |ξ1|}. The rest

of the proof is similar to the proof of Lemma 3.6-ii.). Since − 3
4 ≤ s ≤ − 1

2 , b′ > − 1
2

and b′ − b ≤ −s− 3
2 , it follows that I(B̃1

1,2) ≤ c(s,b′). Finally, since −1 ≤ s ≤ − 1
2 ,

b′ > − 1
2 and b′ − b ≤ s− 1

6 , we have that I(B̃2
1,2) ≤ c(s,b′). �
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Lemma 3.10. If s ∈ [− 3
4 ,− 1

2 ], b′ ∈ [− 1
2 ,

s
3 − 1

4 ] and b > 1
2 , then there exists

c(s,b) > 0 such that

|ξ|
〈τ + ξ3〉−b′〈ξ〉−s

(∫∫

A2

|ξ1(ξ − ξ1)|−2sdτ1dξ1
〈τ1 − ξ31〉2b〈τ − τ1 + (ξ − ξ1)3〉2b

)1/2

≤ c(s,b), (3.17)

where A2 = A2(ξ, τ) is defined as

A2 = {(ξ1, τ1) ∈ R
2; |ξ1| ≥ 1, |ξ− ξ1| ≥ 1, |τ − τ1 + (ξ − ξ1)

3| ≤ |τ1 − ξ31 | ≤ |τ + ξ3|}.

Proof. It is not difficult to see that A2 ⊂ C × R, where C = C(ξ, τ) = {ξ1 ∈
R; |τ + ξ3 − 3ξ1ξ(ξ − ξ1)− 2ξ31 | ≤ 2|τ + ξ3|}. Since b > 1

2 , it follows from (3.9) that

it suffices to bound

|ξ|2
〈τ + ξ3〉−2b′〈ξ〉−2s

∫ |ξ1(ξ − ξ1)|−2sχC(ξ,τ)(ξ1)dξ1

〈τ + ξ3 − 3ξξ1(ξ − ξ1) − 2ξ31〉2b
.

We assume ξ 6= 0. Then we make τ = ξ3(−1 + y) and ξ1 = ξx. Since s ≤ 0, we see

that it is sufficient to bound

φ(ξ, y) ≡ |ξ|3−2s

〈ξ3y〉−2b′

∫ |x− x2|−2sχEy(x)dx

〈ξ3(y − 3(x− x2) − 2x3)〉2b ,

where Ey = {x; |y − 3(x − x2) − 2x3| ≤ 2|y|}. We remark that |x2 − x| ≤ |2x3 −
3x2 + 3x|, for all x ∈ R. Hence, |x− x2| ≤ 3|y|, for x ∈ Ey. The rest of the proof is

similar to the proof of Lemma 3.8.

i.) If |y| ≤ 1, then Ey ⊂ [−1, 2]. First, we suppose that |ξ| ≤ 1. Since s ≤ 0, b′ ≤ 0

and b > 1
2 , it follows that φ(ξ, y) ≤ c(s,b). Next, we assume that |ξ| > 1. Since

s ∈ [− 3
4 ,− 1

4 ], b′ ∈ [− 1
2 ,

s
3 − 1

4 ] and b > 1
2 , we obtain that φ(ξ, y) ≤ c(s,b).

ii.) Since s ∈ [− 3
4 ,− 1

2 ], b′ ≤ s
3 and b > 1

2 , we get φ(ξ, y) ≤ c(s,b) for |y| > 1. �

Lemma 3.11. If s ∈ (− 3
4 ,− 1

2 ], b′ ∈ (− 1
2 , 0], and b > 1

2 with b′ − b ≤ min{−s −
3
2 ,

s
3 − 3

4}, then there exists c(s,b,b′) > 0 such that

1

〈τ1 − ξ31〉b
(∫∫

B2

|ξ|2(1+s)|ξξ1(ξ − ξ1)|−2sdξdτ

〈ξ〉−2s〈τ + ξ3〉−2b′〈τ − τ1 + (ξ − ξ1)3〉2b
)1/2

≤ c(s,b,b′), (3.18)

where B2 = B2(ξ1, τ1) is defined as

B2 ={(ξ, τ) ∈ R
2; |ξ1| ≥ 1, |ξ−ξ1| ≥ 1, |τ−τ1+(ξ−ξ1)3| ≤ |τ1−ξ31 |, |τ+ξ3| ≤ |τ1−ξ31 |}.

Proof. In B2 we have that |τ1 + 3ξξ1(ξ − ξ1) + ξ31 | ≤ 2|τ1 − ξ31 |. Since b > 1
2 and

b′ ∈ [− 1
2 , 0], it follows from (3.9) that it is sufficient to bound

L(B̃2) =
1

〈τ1 − ξ31〉b
(∫

B̃2

|ξ|2(1+s)|ξξ1(ξ − ξ1)|−2sdξ

〈ξ〉−2s〈τ1 + 3ξξ1(ξ − ξ1) + ξ31〉−2b′

)1/2

,

where B̃2 = B̃2(ξ1, τ1) = {ξ ∈ R; |ξ1| ≥ 1, |ξ − ξ1| ≥ 1, |τ1 + 3ξξ1(ξ − ξ1) + ξ31 | ≤
2|τ1 − ξ3|}. We see that B̃2 = B̃2,1 ∪ B̃2,2, where

B̃2,1 = {ξ ∈ B̃2; |2ξ31 + 3ξξ1(ξ − ξ1)| ≤
1

2
|τ1 − ξ31 |}, and

B̃2,2 = {ξ ∈ B̃2;
1

2
|τ1 − ξ31 | ≤ |2ξ31 + 3ξξ1(ξ − ξ1)| ≤ 3|τ1 − ξ31 |}.
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i.) In B̃2,1 we have that

1

2
|τ1 − ξ31 | ≤ |τ1 + 3ξξ1(ξ − ξ1) + ξ31 |, and

|ξ| ≤ |ξξ1(ξ − ξ1)| ≤ |2ξ31 + 3ξξ1(ξ − ξ1)| ≤
1

2
|τ1 − ξ31 |.

Since b′ ≤ 0, − 3
4 < s ≤ 0 and b′ − b ≤ −s− 3

2 , it follows that L(B̃2,1) ≤ c(s,b′).

ii.) In B̃2,2 we see that

|ξ| ≤ |ξξ1(ξ − ξ1)| ≤ |2ξ31 + 3ξξ1(ξ − ξ1)| ≤ 3|τ1 − ξ31 |.

We define the function µ(ξ) = µξ1,τ1(ξ) ≡ τ1 + 3ξξ1(ξ − ξ1) + ξ31 .

First, we consider B̃1
2,2 = {ξ ∈ B̃2,2;

|ξ|
4 ≤ |ξ1| ≤ 100|ξ|}. In this set we have that

〈τ1 − ξ31〉 ≤ |ξ1|3 + 2|2ξ31 + 3ξξ1(ξ − ξ1)| ≤ c|ξ|3.

Since s ∈ [−1,− 1
2 ], it follows that

|ξ|2(1+s)
〈ξ〉−2s

≤ 〈ξ〉2+4s ≤ cs〈τ1 − ξ31〉
2
3
+ 4

3
s.

Since 3ξ1(−ξ31 − 4τ1 + 4µ) = (6ξ1ξ − 3ξ21)2, it follows that |µ′(ξ)| = |6ξ1ξ − 3ξ21 | =
√

3ξ1(−ξ31 − 4τ1 + 4µ). Then

L(B̃1
2,2) ≤ cs

〈τ1 − ξ31〉b+
s
3
− 1

3

( ∫

|µ|≤2|τ1−ξ31 |

dµ√
|ξ1|| − ξ31 − 4τ1 + 4µ| 〈µ〉−2b′

) 1
2

=
cs〈τ1 − ξ31〉−b−

s
3
+ 1

3

|ξ1|
1
4

(∫

|µ|≤2|τ1−ξ31|

dµ√
|ξ31/4 + τ1 − µ| 〈µ〉2(1−(1+b′))

) 1
2

≤ c(s,b′)
〈τ1 − ξ31〉−b−

s
3
+b′+ 5

6

|ξ1|
1
4 〈ξ31 + 4τ1〉

1
4

≤ c(s,b′)
〈τ1 − ξ31〉−b−

s
3
+b′+ 5

6
− 1

12

〈ξ31 + 4τ1〉
1
4

≤ c(s,b′)〈τ1 − ξ31〉−b−
s
3
+b′+ 3

4 ≤ c(s,b′),

where in the second inequality above we have used (2.11) in [13], and b′ > − 1
2 ; the

last inequality above is a consequence of the fact that b′ − b ≤ s
3 − 3

4 .

Secondly, we consider B̃2
2,2 = {ξ ∈ B̃2,2; 1 ≤ |ξ1| ≤ |ξ|

4 }. In this set we have

〈τ1 − ξ31〉 ≤ c|ξ|3 and
|ξ|2(1+s)
〈ξ〉−2s

≤ cs〈τ1 − ξ31〉
2
3
+ 4

3
s.

Since s ∈ [−1,− 1
2 ] and b′ > − 1

2 , it follows that

L(B̃2
2,2) ≤ c(s,b′)

〈τ1 − ξ31〉−b−
s
3
+b′+ 5

6

|ξ1|
1
4 〈ξ31 + 4τ1〉

1
4

.

If b′−b− s
3 + 5

6 ≤ 0, then L(B̃2
2,2) ≤ c(s,b′). Thus, we suppose that b′−b− s

3 + 5
6 ≥ 0.

Now, we make τ1 = ξ31(z − 1)/4. Hence

L(B̃2
2,2) ≤ c(s,b′)

〈ξ31( z−5
4 )〉−b− s

3
+b′+ 5

6

|ξ1|
1
4 〈ξ31z〉

1
4

.
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Suppose first that |z| < 1. Then

L(B̃2
2,2) ≤ c(s,b,b′)

〈ξ31〉b
′−b− s

3
+ 5

6

|ξ1|
1
4

≤ c(s,b,b′)|ξ1|3(b
′−b− s

3
+ 5

6
)− 1

4 ≤ c(s,b,b′),

where in the last inequality we have used the fact that b′ − b ≤ s
3 − 3

4 .

Now assume that |z| ≥ 1. We see that

L(B̃2
2,2) ≤ c(s,b,b′)

〈ξ31(z − 5)〉b′−b− s
3
+ 5

6

〈ξ31z〉
1
4

≤ c(s,b,b′)〈ξ31z〉b
′−b− s

3
+ 7

12 ≤ c(s,b,b′),

where the last inequality is a consequence of b′ − b ≤ s
3 − 3

4 .

Finally, we consider the set B̃3
2,2 = {ξ ∈ B̃2,2; 100|ξ| ≤ |ξ1|}. In B̃3

2,2 we have

〈τ1 − ξ31〉 ≤ |ξ1|3 + 2|2ξ31 + 3ξξ1(ξ − ξ1)| ≤ c|ξ1|3,

and |µ′(ξ)| = |6ξ1(ξ − ξ1) + 3ξ21 | ≥ (3×99
50 − 3)ξ21 ≥ 2ξ21 . Moreover, the fact that

s ∈ [−1,− 1
2 ] implies that

|ξ|2(1+s)
〈ξ〉−2s

≤ 〈ξ〉2+4s ≤ 1.

Then

L(B̃3
2,2) ≤ cs

〈τ1 − ξ31〉b+s |ξ1|
(∫

B̃3
2,2

|µ′(ξ)|dξ
〈µ(ξ)〉−2b′

) 1
2

≤ cs

〈τ1 − ξ31〉b+s+
1
3

( ∫

|µ|≤2|τ1−ξ31 |

dµ

〈µ〉−2b′

) 1
2 ≤ c(s,b′),

where in the last inequality we have used b′ > − 1
2 , b′ − b ≤ s

3 − 3
4 and s > − 3

4 . �

Remark 3.3. It is not difficult to see that min{−s− 3
2 ,

s
3− 3

4} ≤ min{−s− 3
2 , s− 1

6},
for s ≥ − 7

8 .

The following proposition is the main result of this subsection.

Proposition 3.2. Given s > − 3
4 , there exist b′ ∈ (− 1

2 , 0) and ǫs > 0 such that for

any b ∈ (1
2 , b

′ + 1] with b′ + 1 − b ≤ ǫs

‖(vv)x‖X1

s,b′
≤ c(s,b,b′) ‖v‖2

X−1

s,b

, (3.19)

‖(uu)x‖X−1

s,b′
≤ c(s,b,b′) ‖u‖2

X1
s,b
, (3.20)

‖(uv)x‖X1

s,b′
≤ c(s,b,b′) ‖u‖X1

s,b
‖v‖X−1

s,b
, (3.21)

‖(uv)x‖X−1

s,b′
≤ c(s,b,b′) ‖u‖X1

s,b
‖v‖X−1

s,b
, (3.22)

where c(s,b,b′) is a positive constant depending on s, b, and b′.

Proof. Similar to the proof of Corollary 2.7 in [13]. Here, we use Lemmas 3.4-3.6

to prove (3.19) and (3.20); the positive number ǫs is given by

ǫs =






min{−s− 1
2 , s+ 5

6}, s ∈ (− 3
4 ,− 1

2 ),
1
4 , s ≥ 0,
min{−s′ − 1

2 , s
′ + 5

6}, s ∈ [− 1
2 , 0),
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where s′ is any fixed number in the interval (− 3
4 ,− 1

2 ).

Lemmas 3.7-3.11 are used to prove (3.21) and (3.22). Now, we will sketch a proof of

(3.21). We denote by f and g the functions given by f(ξ, τ) := 〈τ + ξ3〉b〈ξ〉sû(ξ, τ),
and g(ξ, τ) := 〈τ−ξ3〉b〈ξ〉sv̂(ξ, τ). Then ‖f‖L2

ξL
2
τ

= ‖u‖X1
s,b

, and ‖g‖L2
ξL

2
τ

= ‖v‖X−1

s,b
.

The case s ≥ 0 follows from Lemma 3.7 and from the inequality 〈ξ〉s ≤ 〈ξ1〉s〈ξ−ξ1〉s.
Suppose now that − 3

4 < s < − 1
2 . Then

‖(uv)x‖X1

s,b′
≤ c(s,b)‖u‖X1

s,b
‖v‖X−1

s,b
+ cs

4∑

j=1

‖Ij‖L2
ξL

2
τ
,

where the first term on the right-hand side of the last inequality corresponds to the

case when |ξ1| ≤ 1 or |ξ − ξ1| ≤ 1 (which reduces to the case s = 0), and

Ij :=
|ξ|

〈τ + ξ3〉−b′〈ξ〉−s
∫∫

Cj

|f(ξ1, τ1)||g(ξ − ξ1, τ − τ1)||ξ1(ξ − ξ1)|−sdξ1dτ1
〈τ1 + ξ31〉b〈(τ − τ1) − (ξ − ξ1)3〉b

,

where

C1 = {(ξ1, τ1); |ξ1| ≥ 1, |ξ − ξ1| ≥ 1, |(τ − τ1) − (ξ − ξ1)
3| ≤ |τ1 + ξ31 | ≤ |τ + ξ3|},

C2 = {(ξ1, τ1); |ξ1| ≥ 1, |ξ − ξ1| ≥ 1, |(τ − τ1) − (ξ − ξ1)
3| ≤ |τ1 + ξ31 |,

|τ + ξ3| ≤ |τ1 + ξ1
3|},

C3 = {(ξ1, τ1); |ξ1| ≥ 1, |ξ − ξ1| ≥ 1, |τ1 + ξ31 | ≤ |(τ − τ1) − (ξ − ξ1)
3| ≤ |τ + ξ3|},

C4 = {(ξ1, τ1); |ξ1| ≥ 1, |ξ − ξ1| ≥ 1, |τ1 + ξ31 | ≤ |(τ − τ1) − (ξ − ξ1)
3|,

|(τ − τ1) − (ξ − ξ1)
3| ≥ |τ + ξ3|}.

The result now follows from Lemmas 3.8-3.11. The case s ∈ [− 1
2 , 0) follows from

the last case and from the inequality 〈ξ〉s−s′ |ξ1(ξ − ξ1)|s
′−s ≤ c, which holds for

|ξ1| ≥ 1 and |ξ−ξ1| ≥ 1, where s′ is any fixed number belonging to (− 3
4 ,− 1

2 ). Then

ǫs =






min{−s− 1
2 ,

s
3 + 1

4}, s ∈ (− 3
4 ,− 1

2 ),
1
2 , s ≥ 0,

min{−s′ − 1
2 ,

s′

3 + 1
4}, s ∈ [− 1

2 , 0).

�

Remark 3.4. i.) Suppose a ∈ R \ {0}. By making similar calculations as in the

proof of Proposition 3.1, it follows that Proposition 3.2 still holds if we replace the

super-indices 1 by a and −1 by −a and the constant c(s,b,b′) by c(a,s,b,b′).

ii.) Consider the bilinear estimate, ‖(uv)x‖X−1

s,b′
≤ c(s,b,b′)‖u‖X−1

s,b
‖v‖X−1

s,b
, of Kenig,

Ponce, and Vega [13]. In the case |ξ1| ≥ 1 and |ξ − ξ1| ≥ 1, by symmetry it is

possible to assume that |τ − τ1 − (ξ − ξ1)
3| ≤ |τ1 − ξ31 | (see the proof of Theorem

2.2-[13]), and then we need to consider only two regions of integration A and B (see

Lemmas 2.5-[13] and 2.6-[13] respectively). We note, however, that in the proof of

(3.21) and (3.22) there is no such symmetry to assume and for this reason the four

regions of integration C1, . . . , C4 (and Lemmas 3.8-3.11) were considered.
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3.4. Local Well-Posedness to the Gear-Grimshaw System. From now on we

consider a cut-off function ψ ∈ C∞, such that 0 ≤ ψ(t) ≤ 1 and

ψ(t) =

{
1 if |t| ≤ 1,
0 if |t| ≥ 2.

We define ψT (t) ≡ ψ(t/T ). To prove Theorem 3.1 we need the following result.

Proposition 3.3. Let s ∈ R, − 1
2 < b′ ≤ 0 ≤ b ≤ b′ + 1, T ∈ [0, 1], a 6= 0. Then

‖ψ1(t)Ua(t)u0‖Xa
s,b

= c(b,ψ) ‖u0‖s, (3.23)

‖ψT (t)

∫ t

0

Ua(t− t′)F (t′, ·)dt′‖Xa
s,b

≤ c(b,b′,ψ) T
b′+1−b‖F‖Xa

s,b′
, (3.24)

where Ûa(t)u0(ξ) = exp{−iatξ3}û0(ξ).

Proof. (3.23) is obvious. The proof of (3.24) is practically done in [8]. �

We now prove the following theorem:

Theorem 3.1. The IVP (3.1) with r = 0 such that A = (aij) ∼ aI for some a 6= 0

is locally well-posed for data (u0, v0) ∈ Hs(R) ×Hs(R), s > −3/4.

Proof. The proof follows from the theory developed by Bourgain [4] and Kenig,

Ponce and Vega [13]. Since A ∼ aI, it follows that a11 = a22 = a 6= 0, and

a12 = a21 = 0. Let

F (u, v) = b1(uv)x + b2uux + b3vvx, G(u, v) = b4(uv)x + b5uux + b6vvx.

We will consider (3.1) in its equivalent integral form. Let U−a(t) be the unitary

group associated with the linear part of (3.1). We consider

Φ(u, v)(t) = (Φ1(u, v)(t), Φ2(u, v)(t) ),

where

Φ1(u, v)(t) =ψ(t)U−a(t)u0 − ψT (t)

∫ t

0

U−a(t− t′)F (u, v)(t′)dt′,

Φ2(u, v)(t) =ψ(t)U−a(t)v0 − ψT (t)

∫ t

0

U−a(t− t′)G(u, v)(t′)dt′.

Let s > −3/4. Let b, b′ be two numbers given by Proposition 3.1, such that

ǫ ≡ b′ +1− b > 0. We will prove that Φ(u, v) is a contraction in the following space

XM
s,b,a = {(u, v) ∈ X−a

s,b ×X−a
s,b ; ‖(u, v)‖X−a

s,b ×X
−a
s,b

≤M},

where ‖(u, v)‖X−a
s,b ×X

−a
s,b

≡ ‖u‖X−a
s,b

+ ‖v‖X−a
s,b

. First we will prove that Φ : XM
s,b,a 7→

XM
s,b,a. Let (u, v) ∈ XM

s,b,a. By using Propositions 3.3, 3.1 and the definitions of

F (u, v) and XM
s,b,a we get

‖Φ1(u, v)‖X−a
s,b

≤ C ‖u0‖s + C T ǫ‖F (u, v)‖X−a

s,b′

≤ M

4
+ C T ǫM2 ≤ M

2
,
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where we took M = 4C(‖u0‖s+‖v0‖s) and CT ǫM = 1/4. In a similar way we have

‖Φ2(u, v)‖X−a
s,b

≤M/2.

Therefore ‖Φ(u, v)‖X−a
s,b ×X

−a
s,b

≤M . A similar argument proves that Φ is a contrac-

tion. We conclude the proof by a standard argument. �

Remark 3.5. Consider the IVP (3.1) under the hypothesis of Theorem 3.1. By

making the scale change of variables ũ(t, x) ≡ u(t, a1/3x) and ṽ(t, x) ≡ v(t, a1/3x)

we can avoid consideration of the modified Bourgain-type spaces Xa
s,b to prove local-

well posedness for data u0, v0 ∈ Hs(R) for s > −3/4.

Remark 3.6. Here, we keep the notations of Section 3.1-(1). Suppose that r = 0

in system (3.1). Suppose also that A = (aij) ∼ diag(α+, α−), where α+ and α−

are the eigenvalues of A, with α+, α− ∈ R \ {0}, α+ 6= α−. Suppose moreover

that the formula ∂x(u(t)v(t)) = ∂xu(t)v(t) + u(t)∂xv(t) holds for all t ∈ [0, T ] (this

is true for example if s > 1/2, and u(t), v(t) ∈ Hs(R), for all t ∈ [0, T ]). Under

these assumptions, we will show that it is possible to obtain system (3.2) from system

(3.1), with C1(V )Vx containing only terms of the form (v1v1)x, (v2v2)x and (v1v2)x,

where V = (v1, v2)
t. If a12 = a21 = 0, there is nothing to prove. Then, we suppose

that a12 6= 0; the case a21 6= 0 is similar. The matrices T and T−1 are given by

T =

(
1 1

α+−a11

a12

α−−a11

a12

)
, T−1 =

a12

α+ − α−

(
a11−α−

a12
1

α+−a11

a12
−1

)
.

Then V = (a11−α−

α+−α−

u+ a12

α+−α−

v , α+−a11

α+−α−

u− a12

α+−α−

v)t. Now, we see that

C1(V )Vx =
a12

α+ − α−

(
av1 + bv2 bv1 + cv2
dv1 + ev2 ev1 + fv2

) (
∂xv1
∂xv2

)
,

where a, b, c, d, e, f are real constants depending on bk, k = 1, . . . , 6, ai,j, i, j = 1, 2,

α+ and α−. The result now follows.

Theorem 3.2. The IVP (3.1) with r = 0 such that a12 = a21 = 0, a11 = −a22 6= 0

is locally well-posed for data (u0, v0) ∈ Hs(R) ×Hs(R), s > −3/4.

Proof. Without loss of generality (see Remark 3.4-i.)), we consider the case a11 =

−1 and a22 = 1. Let

F (u, v) = b1(uv)x + b2uux + b3vvx, G(u, v) = b4(uv)x + b5uux + b6vvx.

We consider Φ(u, v)(t) = (Φ1(u, v)(t), Φ2(u, v)(t) ), where

Φ1(u, v)(t) =ψ(t)U1(t)u0 − ψT (t)

∫ t

0

U1(t− t′)F (u, v)(t′)dt′,

Φ2(u, v)(t) =ψ(t)U−1(t)v0 − ψT (t)

∫ t

0

U−1(t− t′)G(u, v)(t′)dt′.
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Let s > −3/4. Let b, b′ be two numbers given by Propositions 3.1 and 3.2, with

ǫ ≡ b′+1−b > 0. Proceeding in a similar way as in the proof of Theorem 3.1, using

Propositions 3.1-3.3, it follows that Φ(u, v) is a contraction in the following space

X
M
s,b = {(u, v) ∈ X1

s,b ×X−1
s,b ; ‖(u, v)‖X1

s,b×X
−1

s,b
≤M},

‖(u, v)‖X1
s,b×X

−1

s,b
≡ ‖u‖X1

s,b
+‖v‖X−1

s,b
, M = 4C(‖u0‖s+‖v0‖s) and CT ǫM = 1

4 . �

The following result is an immediate consequence of the last theorem.

Corollary 3.1. Let s > − 3
4 . Suppose that r = 0 in (3.1). Suppose also that

A = (aij) ∼ diag(α+, α−), where α+ and α− are the eigenvalues of A with α+, α− ∈
R\{0}, α+ = −α−. Then the IVP (3.1) with r = 0 is LWP for data u0, v0 ∈ Hs(R).

3.5. Future Work. Suppose a, a′ ∈ R \ {0} and |a| 6= |a′|. We remark that an

interesting problem for a future research is to determine whether or not Proposition

3.2 is still true when we replace the super-indices 1 by a and −1 by a′. We point

out that this result (in general) is not an immediate consequence of the calculations

we did here for proving Propositions 3.1 or 3.2 or from the calculations done in

[13] to prove Corollary 2.7-[13]. This result would let us to prove LWP for the

Gear-Grimshaw system (3.1) with r = 0, when a12 = a21 = 0, |a11| 6= |a22|, and

a11, a22 ∈ R \ {0}. Moreover, if this result is true, we also could obtain LWP for

system (3.1) with r = 0, when A = (aij) ∼ diag(α+, α−), where α+ and α− are the

eigenvalues of A with α+, α− ∈ R \ {0}, |α+| 6= |α−|.

4. Appendix

Here we prove some properties of Xa
s,b-spaces.

Lemma 4.1. Let b ≥ 0, s ∈ R, and a0, a1 as in Lemma 3.1. Then for all a 6= 0

Xa0

s,b ∩Xa1

s,b ⊂ Xa
s,b, and

‖u‖Xa
s,b

≤ c(a,a0,a1,b)(‖u‖Xa0
s,b

+ ‖u‖Xa1
s,b

).

First proof. Let v be an element of Xa0

s,b ∩Xa1

s,b. Then

‖v‖2
Xa

s,b
=

4∑

j=1

∫

Aj

〈ξ〉2s〈τ + aξ3〉2b|v̂(ξ, τ)|2dξdτ =

4∑

j=1

Ij ,

where

A1 = {(ξ, τ); ξ ≥ 0, τ ≥ 0}, A2 = {(ξ, τ); ξ ≤ 0, τ ≤ 0},
A3 = {(ξ, τ); ξ > 0, τ < 0}, A4 = {(ξ, τ); ξ < 0, τ > 0}.

We consider the case a > 0, a0 > 0, and a1 < 0; a similar argument works in the

other cases. It is not difficult to prove, considering regions A1 and A2, that

I1 + I2 ≤ 2
(
1 +

a

a0

)2b

‖v‖2
X

a0
s,b
.
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To estimate I3 and I4 we consider

|τ + aξ3| ≤ |τ + a0ξ
3| +

∣∣∣a0ξ
3 − a

|a1|
τ
∣∣∣+ a

∣∣∣ξ3 − 1

|a1|
τ
∣∣∣

≤ |τ + a0ξ
3| + a0 + a

|a1|
|τ + a1ξ

3| + a

|a1|
|τ + a1ξ

3|,

therefore

I3 + I4 ≤ cb

(
1 +

a0 + a

|a1|
)2b

(‖v‖2
X

a0
s,b

+ ‖v‖2
X

a1
s,b

).

Second proof. We claim that for all x, τ ∈ R, we have

1 + |τ + ax|
(1 + |τ + a0x|) + (1 + |τ + a1x|)

≤
〈
a− a0

a1 − a0

〉
. (4.1)

We will first prove that for all ξ ≥ 0 and t ∈ R,

J(ξ, t) ≡ ξ + |t+ a|
(ξ + |t+ a0|) + (ξ + |t+ a1|)

≤ 1 +
|a− a0|
|a1 − a0|

. (4.2)

Since

ξ + |t+ a| ≤ ξ + |t+ a0 + a− a0| ≤ ξ + |t+ a0| + |a− a0|,
it follows that

J(ξ, t) ≤ 1 +
|a− a0|

(ξ + |t+ a0|) + (ξ + |t+ a1|)
≤ 1 +

|a− a0|
|t+ a0| + |t+ a1|

.

Taking t = x− (a0 + a1)/2, c0 = (a1 − a0)/2 and x = w c0, we see that

1

|t+ a0| + |t+ a1|
=

1

|x− c0| + |x+ c0|
≤ 1

|c0|
1

|w − 1| + |w + 1| .

Since the function

f(w) =
1

|w − 1| + |w + 1| =






1/(2w) if w ≥ 1,
1/2 if −1 ≤ w ≤ 1,
−1/(2w) if w ≤ −1.

satisfies 0 ≤ f(w) ≤ 1/2, (4.2) follows. To prove (4.1) we take ξ = 1/|x| and t = τ/x

into (4.2). Hence

‖u‖Xa
s,b

≤ cb

〈
a− a0

a1 − a0

〉b
(‖u‖Xa0

s,b
+ ‖u‖Xa1

s,b
).

�

Thus we can define Xa0,a1

s,b ≡ Xa0

s,b ∩ Xa1

s,b with norm given by ‖w‖Xa0,a1
s,b

≡
‖w‖Xa0

s,b
+ ‖w‖Xa1

s,b
, for b ≥ 0, s ∈ R, and a0, a1 ∈ R \ {0} such that a0 6= a1.

Corollary 4.1. Let b ≥ 0 and s ∈ R. Let a0, . . . , a3 be nonzero real numbers such

that a0 6= a1, a2 6= a3. Then

X
s,b ≡ Xa0

s,b ∩Xa1

s,b = Xa2

s,b ∩Xa3

s,b.

Moreover, there exist constants c0 ≡ c0(a0, . . . , a3, b), c1 ≡ c1(a0, . . . , a3, b) > 0,

such that

c0 ‖w‖Xa0,a1
s,b

≤ ‖w‖Xa2,a3
s,b

≤ c1 ‖w‖Xa0,a1
s,b

.
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Remark 4.1. Suppose b ≥ 0 and s ∈ R. If ϕ ∈ Hb(R) and u0 ∈ Hs+3b(R), then

ϕ(t)u0(x) ∈ X
s,b.
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